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Abstract

Consider the linear regression model

with observations Y = (Y3,...,Y,), iid. errors E = (Ey,...,E,) with an unknown distrib-
ution function F) increasing on the set {z : 0 < F(z) < 1}, and unknown parameter 3% =
(Bo,B1,--.,0p)". The extreme (maximal) regression quantile is defined as a solution of the linear
program -, (bg+x}b) =: min under the restrictions bp+xb >Y;, i=1,...,n,by € R, b € R?.
Jureckovd and Picek (2005) showed that the extreme regression quantile can be equivalently writ-
ten in a two step version, starting with an R-estimator En r of the slope parameters, generated
by the score function ¢(u) = Ifu > 1— 1] =10 <4 <1, and then ordering the residuals with
respect to BnR. Jureckovd (2005) showed that, provided the density f of the E; belongs to the
domain of attraction of the Gumbel extreme distribution and nf(F~1(1 — 1)) — 0o as n — oo,
the slope component ,@n r of the extreme regression quantile consistently estimates 8 and admits
the asymptotic representation

nf(F(1=3) [Bur(1-2) - 8] (2)

= (D0t = %) = %)) D Oy — %) an (B(0),1 = 1) = (1= 1)] + 0, (1) = 0,1

i=1 j=1

where R;(0) is the rank of ¥; among Vi,...,Y, under 8 =10, %, =n"'> " x,; and

07 .7 S na,
an(j,a) =< j—na, na<j<na+l,
1, na+1<yj5 j5=1,...,n.
are Héjek’s rank scores. If x,,1, ..., X,, are random, independent of F1, ..., FE,, and create a random

sample from a p-variate distribution function H with expectation 0 and satisfying £ 7" | x;,;x/,; 2,
Q as n — oo, with a positively definite matrix Q of order p x p, then the representation (2) changes
to the form

nf (F71 (1= 1) [Bur(1- 1) - ] (3)
= Q'Y s [an(By(0).1 = 3) = (1= D] +0,(1)| = 0,(1)].

The representations (2) and (3) enable to derive the asymptotic distributions of
{nf (F7'(1-1)) [BnR(l -1 ﬁ}} both for the random and nonrandom x,;.
n=1
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