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Part I

Introduction
The International Conference on Trends and Perspectives in Linear Statistical Inference, LinStat’2012, and the 21st International Workshop on Matrices and Statistics, IWMS’2012, will be held on July 16-20, 2012 in the Mathematical Research and Conference Center of the Polish Academy of Sciences at Będlewo near Poznań. This is the follow-up of the 2008 and 2010 editions held in Będlewo, Poland and in Tomar, Portugal.

The purpose of the meeting is to bring together researchers sharing an interest in a variety of aspects of statistics and its applications as well as matrix analysis and its applications to statistics, and offer them a possibility to discuss current developments in these subjects. The format of this meeting will involve plenary talks, special sessions, contributed talks and posters. The conference will mainly focus on a number of topics: estimation, prediction and testing in linear models, robustness of relevant statistical methods, estimation of variance components appearing in linear models, generalizations to nonlinear models, design and analysis of experiments, including optimality and comparison of linear experiments, and applications of matrix methods in statistics.

The work of young scientists has a special position in the LinStat’2012 to encourage and promote them. The best poster as well as the best talk of Ph.D. students will be awarded. Prize-winning works will be widely publicized and promoted by the conference.

It is expected that many of presented papers will be published, after refereeing, in a Special Issue of each of the journals: Communications in Statistics - Theory and Methods and Communications in Statistics - Simulation and Computation, associated with this conference. All papers submitted must meet the publication standards of mentioned journals and will be subject to normal refereeing procedure.
Committees and Organizers

The Scientific Committee for LinStat’2012 comprises

- Augustyn Markiewicz (chair, Poznań University of Life Sciences, Poland),
- Anthony C. Atkinson (London School of Economics, UK),
- João T. Mexia (New University of Lisbon, Portugal),
- Simo Puntanen (University of Tampere, Finland),
- Dietrich von Rosen (Swedish University of Agricultural Sciences, Uppsala and Linköping University, Sweden),
- Götz Trenkler (Technical University of Dortmund, Germany),
- Roman Zmyślony (University of Zielona Góra, Poland).

The Scientific Committee for IWMS’2012 comprises

- Simo Puntanen (chair, University of Tampere, Finland),
- George P. H. Styan (honorary chair, McGill University, Montreal, Canada),
- S. Ejaz Ahmed (Brock University, St. Catharines, Canada),
- Jeffrey Hunter (Auckland University of Technology, New Zealand),
- Augustyn Markiewicz (Poznań University of Life Sciences, Poland),
- Dietrich von Rosen (Swedish University of Agricultural Sciences, Uppsala and Linköping University, Sweden),
- Götz Trenkler (Technical University of Dortmund, Germany),
- Julia Volaufova (Louisiana State University, Health Sciences Center, New Orleans, USA),
- Hans J. Werner (University of Bonn, Germany).

The Organizing Committee comprises

- Katarzyna Filipiak (chair, Poznań University of Life Sciences, Poland),
- Francisco Carvalho (Polytechnic Institute of Tomar, Portugal),
- Małgorzata Graczyk (Poznań University of Life Sciences, Poland),
- Jan Hauke (Adam Mickiewicz University, Poznań, Poland),
- Agnieszka Łacka (Poznań University of Life Sciences, Poland),
- Martin Singull (University of Linköping, Sweden),
- Waldemar Wołyński (Adam Mickiewicz University, Poznań, Poland).

The Organizers are

- Stefan Banach International Mathematical Center, Institute of Mathematics of the Polish Academy of Sciences, Warsaw,
- Faculty of Mathematics and Computer Science, Adam Mickiewicz University, Poznań,
- Institute of Socio-Economic Geography and Spatial Management, Adam Mickiewicz University, Poznań,
- Department of Mathematical and Statistical Methods, Poznań University of Life Sciences.
Call for Papers

We are pleased to announce a special issue of *Communications in Statistics - Theory and Methods* and *Communications in Statistics - Simulation and Computation* (Taylor & Francis) devoted to LinStat-IWMS’2012.

They will include selected papers strongly correlated to the talks of the conference and with emphasis on advances on linear models and inference.

**Coordinator-Editor:** N. Balakrishnan

**Guest Editors of Theory and Methods:** Júlia Volaufová and Augustyn Markiewicz

**Guest Editors of Simulation and Computation:** Simo Puntanen and Katarzyna Filipiak

All papers submitted must meet the publication standards of Communications in Statistics (see: http://www.math.mcmaster.ca/bala/comstat/) and will be subject to normal refereing procedure. The deadline for submission of papers is **the end of November, 2012**.

Papers should be submitted using the web site

http://mc.manuscriptcentral.com/lsta

If the author does not have account, he should create one. The contributor must choose "**Special Issue – Advances on Linear Models and Inference**" (Theory and Methods) and "**Special Issue – Advances on Linear Models and Inference: Computational Aspects**" (Simulation and Computation) as the manuscript type.
Part II

Program
Program

Sunday, July 15, 2012

14:00 – 19:00 Registration
19:00 – Reception Dinner

Monday, July 16, 2012

7:30 – 8:50 Breakfast

Plenary Session
8:55 – 9:00 Opening
9:00 – 9:45 R. A. Bailey: Optimal design of experiments with very low average replication
9:45 – 10:30 R. Bhatia: Geometric mean of matrices

10:30 – 11:00 Coffee Break

Parallel Session A – Multivariate Analysis part I
11:00 – 11:30 D. von Rosen: From linear to multilinear models
11:30 – 11:50 S. Toprak: A new approach to adaptive spline threshold autoregression by using Tikhonov regularization and continuous optimization

Parallel Session B – Matrices for Linear Models part I
11:00 – 11:30 H. J. Werner: On the linear aggregation problem in the general Gauß-Markov model

11:50 – 12:00 Break

Parallel Session A – Multivariate Analysis part II
12:00 – 12:20 C. Cuevas-Covarrubias: Mutual Principal Components, reduction of dimensionality in statistical classification
12:20 – 12:40 Z. Hanusz: Simulation study on improved Shapiro-Wilk test of normality
12:40 – 13:00 D. Klein: Estimators of serial covariance parameters in multivariate linear models
**Parallel Session B** – Mixed Models part I

12:00 – 12:35  J. Volaufova: *On testing linear hypotheses in general mixed models*

12:35 – 13:00  B. Arendacka: *Building stones for inference on variance component*

**13:00 – 15:00  Lunch**

**Parallel Session A** – Robust Statistical Methods part I

15:00 – 15:20  A. C. Atkinson: *Very robust regression*

15:20 – 16:00  D. Perrotta: *Considerations on sampling, precision and speed of robust regression estimators*

**Parallel Session B** – General part I

15:00 – 15:30  A. Lee: *Getting the "correct" answer from survey responses: an application of regression mixture models*

15:30 – 16:00  A. Alin: *Bootstrap confidence regions for multinomial probabilities based on penalized power-divergence test statistics*

**16:00 – 16:30  Coffee Break**

**Parallel Session A** – Experimental Designs part I

16:30 – 17:05  S. Gilmour: *$Q_{B}$-optimal saturated two-level main effects designs*

17:05 – 17:30  H. Abebe: *On the choice of a prior distribution for Bayesian $D$-optimal designs for the logistic regression model*

**Parallel Session B** – Mixed Models part II

16:30 – 17:05  F. Vaida: *Conditional AIC for linear mixed effects models*

17:05 – 17:30  A. Michalski: *On admissibility of decision rules derived from submodels in two variance components model*

**17:30 – 17:50  Coffee Break**

**Parallel Session A** – Applications part I

17:50 – 18:20  J.-P. Masson: *About the evolution of the genomic diversity in a population reproducing through partial asexuality*

18:20 – 18:40  K. Bartoszek: *Multivariate linear phylogenetic comparative models and adaptation*
Parallel Session B – Mixed Models part III
17:50 – 18:20 V. Witkovský: *On exact and approximate simultaneous confidence regions for parameters in normal linear model with two variance components*
18:20 – 18:40 N. Demetrashvili *Estimating intraclass correlation and its confidence interval in linear mixed models*
18:40 – 19:00 N. Vahabi: *Multilevel Rasch model and item response theory*

19:00 – Dinner
20:30 – Concert

Tuesday, July 17, 2012

7:30 – 9:00 Breakfast

Plenary Session
9:00 – 9:45 K. M. Prasad: *Partial orders on matrices and the column space decompositions*
9:45 – 10:30 P. C. Rodrigues: *Low-rank approximations and weighted low-rank approximations*

10:30 – 11:00 Coffee Break

Plenary Session
11:00 – 11:45 P. E. Oliveira: *Smoothing discrete distributions*
11:45 – 12:00 Break

Parallel Session A – Mixed Models part IV
12:00 – 12:35 L. R. LaMotte: *On inverse prediction in mixed models*
12:35 – 13:00 Y. Liang: *Variance components estimability in multilevel models with block circular symmetric covariance structure*

Parallel Session B – Experimental Designs part II
12:00 – 12:35 J. P. Morgan: *Weighting, model transformation, and design optimality*
12:35 – 13:00 C. May: *A sequential generalized DKL-optimum design for model selection and parameter estimation in non-linear nested models*

13:00 – 15:00 Lunch
15:00 – 21:00 Excursion
Wednesday, July 18, 2012

7:30 – 9:00 Breakfast

Plenary Session
9:00 – 9:45 Somnath Datta: Nonparametric regression for sojourn time distributions in a multistate model
9:45 – 10:30 O. Bluder: Investigation of Bayesian Mixtures-of-Experts models to predict semiconductor lifetime

10:30 – 11:00 Coffee Break

Parallel Session A – Robust Statistical Methods part II
11:00 – 11:50 D. P. Wiens: Robust model-based sampling designs

Parallel Session B – High-Dimensional Data part I
11:00 – 11:30 Susmita Datta: Nonparametric regression using partial least squares dimension reduction in multistate models
11:30 – 11:50 T. Górecki: First and second derivative in time series classification using DTW

11:50 – 12:00 Break

Parallel Session A – Matrices for Linear Models part II
12:00 – 12:30 H. Drygas: Linear models in the face of Diabetes Mellitus: the influence of physical activity
12:30 – 13:00 R. Sund: Muste - editorial environment for matrix computations

Parallel Session B – High-Dimensional Data part II
12:00 – 12:35 A. Khalili: Simultaneous fixed and random effect selection in finite mixture of linear mixed-effect models
12:35 – 13:00 A. Göktaş: A comparison of logit and probit models for a binary response variable via a new way of data generalization

13:00 – 15:00 Lunch

Parallel Session A – Model Selection, Penalty Estimation and Applications
15:00 – 15:30 S. E. Ahmed: Absolute Penalty and Shrinkage Estimation in Weibull censored regression model
15:30 – 16:00 E. P. Liski: Model averaging via penalized least squares in linear regression
16:00 – 16:20 N. Acar: Model selection in log-linear models by using information criteria
**Parallel Session B** – Optimum Design for Mixed Effects Regression Models

15:00 – 15:30 B. Bogacka: *Optimum designs for enzyme kinetic models with co-variates*

15:30 – 16:00 F. Mentré: *Two-stage optimal designs in nonlinear mixed effect models: application to pharmacokinetics in children*

16:00 – 16:20 M. Prus: *Optimal designs for prediction of individual effects in random coefficient regression models*

**16:20 – 16:50 Coffee Break**

**16:50 – Poster Session**

- A. Bachratá: *Using methods of stochastic optimization for constructing optimal experimental designs with cost constraints*
- S. Bělašková: *Regression model of AMH*
- S. Donevská: *Regression analysis between parts of compositional data*
- C. Fernandes: *COBS and stair nesting - segregation and crossing*
- A. Göktaş: *Validity of the assumed link functions for some binary choice models based on the bootstrap confidence band with R*
- M. Graczyk: *Regular E-optimal spring balance weighing design with correlated errors*
- R. Gupta: *Estimation of parameters of structural change under small sigma approximation theory*
- D. Kayzer: *Canonical variate analysis of chlorophyll a, b and a+b content in tropospheric ozone-sensitive and resistant tobacco cultivars exposed in ambient air conditions*
- P.-H. Liau: *Latin square designs and fractional factorial designs*
- D. G. Pereira: *Weighted linear joint regression analysis*
- M. Przystalski: *Modeling resistance to oat crown rust in series of oat trials*
- P. Ramos: *Estimation of variance components in balanced, staggered and stair nested designs*
- Š. Smaga: *D-optimal chemical balance weighing designs for three objects if n=2 (mod 4)*
- T.-S. Tsou: *Is the skew t distribution truly robust?*
- M. Tučková: *Design of experiment for regression models with constraints*
- R. Zmyslony: *Inference for the interclass correlation in familial data using small sample asymptotics*

**19:00 – 20:00 Concert:** *Indian Singing by Susmita Datta*

**20:00** – **Barbecue**
Thursday, July 19, 2012

7:30 – 9:00 Breakfast

Plenary Session

9:00 – 9:45  P. Šemrl: Adjacency preserving maps
9:45 – 10:30 G. P. H. Styan: An illustrated introduction to Euler and Fitting factorizations and Anderson graphs for classic magic matrices

10:30 – 11:00 Coffee Break

Plenary Session – George P. H. Styan’s 75th Birthday

11:00 – 11:25 G. Trenkler: The Luoshu and most perfect pandiagonal magic squares
11:25 – 11:50 K. Conradsen: Multivariate analysis of polarimetric SAR images

11:50 – 12:00 Break

Parallel Session A – Matrices for Linear Models part III

12:00 – 12:20 A. Erkoç: A graphical evaluation of Robust Ridge Regression in mixture experiments
12:20 – 12:40 S. Türkan: Cook’s distance for ridge estimator in semiparametric regression
12:40 – 13:00 K. Nosek: Change-point detection in two-phase regression with inequality constraints

Parallel Session B – George P. H. Styan’s 75th Birthday

12:00 – 12:30 O. M. Baksalary: Some comments on joint papers by George P.H. Styan and the Baksarys
12:30 – 13:00 C. A. Coelho: Celebrating George P. H. Styan’s 75th birthday and my meetings with him

13:00 – 15:00 Lunch

Parallel Session A – Multivariate Analysis part III

15:00 – 15:20 M. Onozawa: Tests for profile analysis based on two-step monotone missing data
15:20 – 15:40 L. Waszak: Functional discriminant coordinates
15:40 – 16:00 R. Enomoto: Normality test based on Song’s multivariate kurtosis
Parallel Session B – George P. H. Styan’s 75th Birthday
15:00 – 15:30 S. J. Haslett: *Equivalence of linear models under changes to data, design matrix, or covariance structure*
15:30 – 15:45 J. Hauke: *Nonnegativity of eigenvalues of sum of diagonalizable matrices*
15:45 – 16:00 C. A. Coelho: *On the distribution of linear combinations of chi-square random variables*

16:00 – 16:30 Coffee Break

Parallel Session A – Multivariate Analysis part IV
16:30 – 17:05 J. Najim: *Eigenvalue estimation of covariance matrices of large dimensional data*
17:05 – 17:30 J. Pielaszkiewicz: *Asymptotic spectral analysis of matrix quadratic forms*

Parallel Session B – George P. H. Styan’s 75th Birthday
16:30 – 17:00 A. J. Scott: *Fitting Generalized Linear Models to sample survey data*
17:00 – 17:30 K. L. Chu: *The magic behind the construction of certain Agrippa-Cardano type magic matrices*

17:30 – 17:50 Coffee Break

Parallel Session A – General part II
17:50 – 18:15 U. Beyaztas: *Jackknife-after-Bootstrap as logistic regression diagnostic tool*
18:15 – 18:40 D. Haki: *Improved estimation of the mean by using coefficient of variation as a prior information in ranked set sampling*
18:40 – 19:00 S. Takahashi: *Simultaneous confidence intervals among mean components in elliptical distributions*

Parallel Session B – George P. H. Styan’s 75th Birthday
17:50 – 18:15 P. Bertrand: *Study with George Styan*
18:15 – 18:30 P. Loly’s video: *Using singular values for comparing and classifying magical squares (natural magic and Latin)*
18:30 – 19:00 S. Puntanen: *Oh, still crazy after all these years?*

19:30 – Conference Dinner
- After Dinner Speaker: A. J. Scott
- After Dessert Speaker: S. Puntanen
- YSA Prize Ceremony
Friday, July 20, 2012

7:30 – 9:00 Breakfast

Plenary Session
9:00 – 9:45  T. Mathew: *Tolerance intervals in general mixed effects models using small sample asymptotics*
9:45 – 10:30 C. Hao: *Influential observations in the extended Growth Curve model with crossover designs*

10:30 – 11:00 Coffee Break

Parallel Session A – Multivariate Analysis part V
11:00 – 11:25 M. Fonseca: *Linear models with doubly exchangeable distributed errors*
11:25 – 11:50 A. Roy: *Classification of higher-order data with separable covariance and structured multiplicative or additive mean models*

Parallel Session B – Applications part II
11:00 – 11:25 T. Kossowski: *The Moran coefficient for non-normal data: revisited with some extensions*
11:25 – 11:50 R. Covas: *Some math on the electricity market by a generalization of the Black-Scholes formula*

11:50 – 12:00 Break

Parallel Session A – General part III
12:00 – 12:30 D. Kocirowski: *Robust monitoring of multivariate data stream*
12:30 – 13:00 D. Inan: *Modeling multiple time series data using wavelet-based support vector regression*

Parallel Session B – Experimental Designs part III
12:00 – 12:20 L. Fillová: *Constructing efficient exact designs of experiments using integer quadratic programming*
12:20 – 12:40 S. D. Georgiou: *Latin hypercube designs and block-circulant matrices*
12:40 – 13:00 S. Stylianou: *Construction and analysis of D-optimal edge designs*

13:00 – 15:00 Lunch

Parallel Session A – Mixed Model part V
15:00 – 15:35 E. Fišerová: *Sensitivity analysis in mixed models*
15:35 – 16:00 F. Carvalho: *Linear and quadratic sufficiency in mixed model*
Parallel Session B - Experimental Designs part IV
15:00 – 15:35 T. Caliński: *On combining information in a generally balanced nested block design*
15:35 – 16:00 A. Lacka: *Analysis of an experiment in a generally balanced nested block design*

16:00 – 16:30 Coffee Break

Parallel Session A - Mixed Model part VI
16:30 – 17:05 B. Schaffrin: *On the Errors-In-Variables Model with singular covariance matrices*
17:05 – 17:30 M. Salehi: *Multilevel linear mixed model for the analysis of longitudinal studies*

Parallel Session B - Experimental Designs part V
16:30 – 17:05 J. Kunert: *Optimal designs for the Michaelis Menten model with correlated observations*
17:05 – 17:30 K. Filipiak: *On universal optimality of circular repeated measurements designs*

17:30 – 17:50 Coffee Break

Parallel Session A - Matrices for Linear Models part IV
17:50 – 18:10 B. Asikgil: *A novel approach for estimation of seemingly unrelated linear regressions with high order autoregressive disturbances*
18:10 – 18:30 B. Eygi Erdogan: *A comparison of different parameter estimation methods in fuzzy linear regression*
18:30 – 18:50 N. Güler: *A study on the equivalence of BLUEs under a general linear model and its transformed models*

Parallel Session B - Experimental Designs part VI
17:50 – 18:25 D. Uciński: *D-optimum hybrid sensor network deployment for parameter estimation of spatiotemporal processes*
18:25 – 18:50 A. Markiewicz: *Optimality of neighbor designs*

18:50 – 19:50 Closing
19:00 – Dinner

Saturday, July 21, 2012

8:00 – 10:00 Breakfast
Part III

Special Sessions
Robust Statistical Methods

Anthony C. Atkinson

London School of Economics, UK

Abstract

Robust statistical methods are intended to behave well in the presence of departures from the model that explains the greater part of the data. A contamination model for the data is that the observations $y$ have density

$$f(y) = (1 - \epsilon)f_1(y, \theta_1) + \epsilon f_2(y, \theta_2).$$

(1)

The simplest example is when $f_1(y, \theta_1) = \phi(\mu, \sigma^2)$, the normal distribution. When there is no contamination ($\epsilon = 0$) the minimum variance unbiased estimator of $\mu$ is the sample mean $\bar{y}$. Now suppose that there is some contamination. In the finite sample case, even with $\epsilon = 1/n$, the sample mean has unbounded bias as the observation from $f_2(\cdot)$ becomes increasingly extreme. The estimate breaks down as the observation goes to $\pm \infty$. Asymptotically (as $n \to \infty$) the sample mean has zero breakdown.

The sample median, on the other hand is not so affected. Asymptotically up to half the observations can be moved arbitrarily far away from $\mu$ with the median providing an unbiased estimator. However, the variance of the median is asymptotically $\pi/2$, so that the efficiency of the median as an estimator of location is 0.637, although the breakdown point is 50%. An aim of robust statistics is to find estimators that are unbiased in the presence of contamination whilst achieving the Cramer-Rao lower bound. Of course, such estimators do not exist, but breakdown can be traded against variance inflation.

The trade-off is achieved through the use of M-estimators and their extensions. Given an estimator of $\mu$, say $\hat{\mu}$, the residuals are defined as

$$r_i(\hat{\mu}) = y_i - \hat{\mu}.$$  

(2)

As is well known, the least squares estimate of $\mu$, which is also the maximum likelihood estimate, minimizes the sum of squares

$$\sum_{i=1}^{n} \{r_i(\mu)/\sigma\}^2.$$  

(3)

Of course the value of $\sigma$ is irrelevant.

Traditional robust estimators attempt to limit the influence of outliers by replacing the square of the residuals in (3) by a function $\rho$ of the residuals...
which is bounded. The M (Maximum likelihood like) estimate of \( \mu \) is the value that minimizes the objective function

\[
\sum_{i=1}^{n} \rho(r_i(\mu)/\sigma).
\]

(4)

Of the numerous form that have been suggested for \( \rho(.) \) (Adrews et al., 1972, Hampel et al., 1986, Huber and Ronchetti, 2009) perhaps the most popular choice is Tukey’s Biweight function

\[
\rho(x) = \begin{cases} 
\frac{x^2}{c^2} - \frac{x^4}{4c^4} + \frac{x^6}{6c^6} & \text{if } |x| \leq c \\
0 & \text{if } |x| > c,
\end{cases}
\]

(5)

where \( c \) is a crucial tuning constant. For small \( x \), \( \rho(x) \) behaves like (3). For large \( |x| \) the residuals are constant; the effect of extreme observations is mitigated.

In equation (4) it is assumed that \( \sigma \) is known, yielding the estimate \( \hat{\mu}_M(\sigma) \). Otherwise, an M-estimator of scale \( \hat{\sigma}_M \) is defined as the solution to the equation

\[
\frac{1}{n} \sum_{i=1}^{n} \rho(r_i(\mu)/\sigma) = K_c,
\]

(6)

where both \( \mu \) and \( \sigma \) are iteratively jointly estimated. \( K_c \) and \( c \) are related constants which are linked to the breakdown point of the estimator of \( \mu \).

Regression, which will be the subject of two of the talks, is more difficult. If the contamination is only in the \( y \) direction, M-estimation is appropriate. However, if the \( x \) values may also be outlying, leverage points may be present. Then, not only is ordinary least squares exceptionally susceptible to the presence of outliers, but so are M-estimates. Instead, very robust methods, with an asymptotic breakdown point of 50% of outliers are to be preferred.

Very robust regression was introduced by Rousseeuw (1984) who developed suggestions of Hampel (1975) that led to the Least Median of Squares (LMS) and Least Trimmed Squares (LTS) algorithms.

In the regression model \( y_i = x_i^T \beta + \epsilon_i \), the residuals in (2) become \( r_i(\hat{\beta}) = y_i - x_i^T \hat{\beta} \). The LMS estimator minimizes the \( h \)th ordered squared residual \( r_{[h]}(\beta) \) with respect to \( \beta \), where \( h = \lfloor (n + p + 1)/2 \rfloor \) and \( \lfloor . \rfloor \) denotes integer part.

The convergence rate of \( \hat{\beta}_{LMS} \) is \( n^{-1/3} \). Rousseeuw (1984, p. 876) also suggested Least Trimmed Squares (LTS) which has a convergence rate of \( n^{-1/2} \) and so better properties than LMS for large samples. As opposed to minimizing the median squared residual, \( \hat{\beta}_{LTS} \) is found to

\[
\minimize \quad \text{SS}_T(\hat{\beta}(h)) = \sum_{i=1}^{h} e_i^2(\hat{\beta}(h)),
\]

(7)
where, for any subset $\mathcal{H}$ of size $h$, the parameter estimates $\hat{\beta}(h)$ are straight-forwardly obtained by least squares.

Unlike M-estimation, these procedures do not require an estimate of $\sigma^2$. However, the estimate is required for outlier detection. Let the minimum value of (7) be $SS_T(\hat{\beta}_{LTS})$. The estimator of $\sigma^2$ is based on this residual sum of squares. However, since the sum of squares contains only the central $h$ observations from a normal sample, the estimate needs scaling. The factors come from the general results of Tallis (1963) on elliptical truncation.

The LMS and LTS estimators are least squares estimates from carefully selected subsets of the data, asymptotically one half for LTS. If there are no, or only a few, outliers, such estimates will be inefficient. To increase efficiency, reweighted versions of the LMS and LTS estimators can be computed, using larger subsets of the data. These estimators are found by giving weight 0 to observations which are determined to be outliers when using the parameter estimates from LMS or LTS. Least squares is then applied to the remaining observations.

An alternative to these forms of very robust estimation is deletion of outliers, starting from a fit to all the data (Cook and Weisberg, 1982, Atkinson, 1985). If there are few outliers, the resulting estimators will be based on most of the data and so will be more efficient than those based on smaller subsets. However, in the presence of many outliers these backwards methods can fail. Atkinson and Riani (2000) suggest a Forward Search (FS) in which least squares is used to fit the model to subsets of the data of increasing size. The process stops when all observations not used in fitting are determined to be outliers. See Atkinson et al. (2010) for a recent discussion of the FS.

In LMS and LTS inference is made from models fitted to subsets of the data of one or two sizes, with perhaps subsets of three different sizes for the reweighted versions. Instead, in the FS the model is progressively fitted to subsets of increasing size. The procedure needs both to reject all outliers, in order to provide unbiased estimates of the parameters, and to use as many observations as possible in the fit in order to enhance efficiency. One thread in the session will be the improved properties of the estimates that result from using this flexible, data-dependent subset size for parameter estimation.

A second thread in the session has to do with efficient computation. The LMS and LTS estimates used are approximations found by least squares fitting to many subsets of observations. As a consequence LMS and LTS estimation (and, in general, all algorithms of robust statistics) spend a large part of the computational time in sampling subsets of observations and then computing parameter estimates from the subsets. In addition, each new subset has to be checked as to whether it is in general position (that is, it has a positive determinant). For these reasons, when the total number of possible subsets is much larger than the number of distinct subsets used for estimation, an efficient method is needed to generate a new random subset without checking explicitly if it contains repeated elements. We also need to ensure that the
current subset has not been previously extracted. A lexicographic approach can be found that fulfills these requirements.

In addition to data analysis, robust techniques can be employed in the design of experiments. The model is \( f_1(\cdot) \) typically a regression model and \( f_2(\cdot) \) a departure, specified to some extent. In Box and Draper (1963) interest is in protecting second-order response surface models from biases from omitted third-order terms. Only the second-order model will be fitted to the data. The methods of optimum experimental design (Fedorov, 1972, Atkinson et al., 2007) require that a model, or models, be specified. In a series of papers Wiens and co-workers (Wiens and Zhou, 1997, Wiens, 1998, Fang and Wiens, 2000, Wiens, 2009) extend optimum design to partially specified situations. For example, Fang and Wiens (2000) bound the departure between the fitted and true models. They also allow for the possibility of heteroscedastic errors, bounding the magnitude of departure from homoscedasticity. With loss function the average mean squared error of prediction, I-optimal (Atkinson et al., 2007, §10.6) designs are obtained when the data are homoscedastic and the polynomial model is correct \( (f_2(\cdot) = 0) \). When these conditions do not hold, the robust design replaces the support points of the optimum design with clusters of observations at nearby but distinct sites.
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Abstract

The statistical design of experiments plays a vital role in experimentation in industry, medicine, agriculture, science and engineering. The need to obtain data which will give accurate and precise answers to research questions as economically as possible requires careful planning of experiments before they are run. Statistical methodology for designing experiments has a long history and classical methods continue to be successfully applied. However, as new technologies or business requirements lead to new types of experiment being conducted, research in the design of experiments continues and is currently experiencing an upsurge in activity.

The connection between design of experiments and linear statistical inference is old, with careful randomization providing a robust justification for linear models in many design structures and properties of estimators from linear theory providing the basis for optimal choices of designs. Many problems require computationally intensive optimizations and matrix methods provide the basis for this.

We encourage both invited and contributed papers in the design of experiments for the LinStat 2012 conference. There will be a stream of sessions on this theme, aiming to bring together international leaders in the field as well as early-career researchers to encourage the exchange of ideas and give participants a broad view of the subject. Papers related to any aspect of the design of experiments are encouraged, so that participants can get as broad a view as possible of the subject.

Some particular areas of research which are expected to feature are:

1. Block designs: the idea of blocking experimental units to improve the precision of treatment comparisons is widely used in practice. However, the extension to complex blocking structures continues to be an important area of research. Applications in genomics, proteomics and metabolomics have motivated recent work on optimal designs with very small block sizes, e.g. in experiments using microarrays. Related ideas for controlling variation, such as neighbour-balanced designs in agricultural experiments are increasingly popular and some of the same ideas can be used in experiments on social networks, in which neighbour relationships (or friendships) form less regular networks of experimental units.
2. Nonlinear design: the ideas generated from optimal design for linear models have been extended to cover various forms of nonlinear model. Although the basic theory is worked out, computational limitations mean that the application of nonlinear design is just starting. Experiments in pharmacokinetics and other areas of biological kinetics have motivated research on optimal design for nonlinear mixed models. However, as more is learned, the clearer it becomes that there are difficult problems to overcome and some of the current research will be presented at this conference. The advantages of pseudo-Bayesian design are well-recognised, but considerable research is still going on to find practicable ways of implementing these methods.

3. Factorial and response surface designs: increasing pressure on costs increases the importance of studying many factors in a single experiment and in industrial research the benefits of multifactorial experiments are widely recognised. Much current research focuses on designs which are useful when not all effects of interest can be studied. At one extreme, there has been an explosion of interest in supersaturated designs for screening very large numbers of factors. Research continues on how to analyse the data from such designs, while attention is turning to how to design follow-up experiments, or sequences of supersaturated designs. For more detailed study of processes, response surface methodology is widely used in practice. It has become increasingly recognised that many, perhaps most, industrial experiments have some factors whose levels are harder to set than others. This leads naturally to split-plot and other multi-stratum designs, and this is a topic of ongoing interest.

4. Experiments with discrete responses: most optimal design theory has been developed for linear models, or over-simplified generalized linear models. In most experiments, unit-to-unit variance must be allowed for and this requires the use of generalized linear mixed models and the design of experiments for such models has started to attract interest. Such data are often combined with complex factorial treatment designs and sometimes with multi-stratum structures and this is expected to become an area of active research in the near future.

5. Design for observational systems: Designing spatial sampling schemes and computer experiments are two types of application which have many similarities with design of experiments. They differ in that there is no concept of allocating and randomizing treatments to experimental units, but many of the same concepts of optimal design apply nonetheless. An explosion of research in such areas, and increasing realization that it is very similar to optimal design, will be reflected in the conference programme.

Submissions are encouraged in all of these areas of research, but also in others. The emphasis will be on methodological developments, but applied papers are also of interest.
Multivariate Analysis

Dietrich von Rosen

Swedish University of Agricultural Sciences, Uppsala, Sweden
Linköping University, Sweden

Abstract

Multivariate statistical analysis has a long history, but most of us probably do not have a clear picture of when it really started, what it was in the past and what it is today. In the present introduction we give a few personal reflections about some areas which are connected to the analysis based on the dispersion matrix or the multivariate normal distribution, omitting a discussion of many "multivariate areas" such as factor analysis, structural equations modelling, multivariate scaling, principal components analysis, multivariate calibration, cluster analysis, path analysis, canonical correlation analysis, non-parametric multivariate analysis, graphical models, multivariate distribution theory, and Bayesian multivariate analysis, to mention a few.

To begin with, it is of interest to cite a reply made by T.W. Anderson, concerning a discussion of the 2nd edition of his book on multivariate analysis "For a confident and thorough understanding, the mathematical theory is necessary" (Schervish, 1987). Although these words were written more than 25 years ago, they make even more sense today.

The multivariate normal (Gaussian) distribution was first applied about 200 years ago. Today one possesses substantial knowledge of the distribution: the characteristic function, moments, density, derivatives of the density, characterizations, and marginal distributions, among other topics. Closely connected to the distribution are the Wishart and the inverse Wishart distributions and different types of multivariate beta distributions. When extending the multivariate normal distribution the class of elliptical distributions is sometimes used since it includes the normal distribution. Other types of multivariate normal distributions which share many basic properties with the classical "vector-normal" distribution are the matrix normal, the bilinear normal and the multilinear normal distributions. To some extent they are all special cases of the multivariate normal distribution (classical vector-valued distribution), but in view of the possible applications, there are some advantages to be gained from studying all these different cases.

It is interesting to observe that it is still a relatively open question how to decide if data follows a multivariate normal distribution. The existing tests may be classified either as goodness-of-fit tests or as tests based on characterizations. However, most of the tests are connected with some asymptotic result and the size of the samples needed to make testing interesting is not
obvious. Too large samples will usually lead to the test statistics becoming asymptotically normally distributed, even if the original data is not normal, whereas small samples will mean that there is no power when testing for normality. Here one can envisage computer-intensive methods to becoming beneficial, since they can speed up convergency.

Concerning modelling there has been a tendency to create more and more complicated models: i.e. the parametrization has tended to become more advanced and the distributions have tended to deviate more from the normal distribution. An interesting class to study is skew-symmetric distributions, which include a skew-normal distribution. One natural field of application of skewed distributions is cases when there exist certain detection limits. However, one should not forget that a small change in the parametrization may have drastic inferential consequences, for example, when extending the MANOVA model

\[ X = BC + \mathbf{E}, \quad \mathbf{E} \sim N_{p,n}(0, \Sigma, \mathbf{I}), \]

where \( B \) and \( \Sigma \) are unknown parameters, to the Growth Curve model

\[ X = ABC + \mathbf{E}, \quad \mathbf{E} \sim N_{p,n}(0, \Sigma, \mathbf{I}), \]

where \( B \) and \( \Sigma \) are unknown parameters, as in MANOVA, and \( A \) and \( C \) are known design matrices. With the Growth Curve model we actually move from the exponential family to the curved exponential family with significant consequences, e.g. for the Growth Curve model the MLEs of \( B \) are non-linear and the estimators are not independent of the unique MLE of \( \Sigma \). A further generalization is a spatial-temporal setting

\[ X = ABC + \mathbf{E}, \quad \mathbf{E} \sim N_{p,nk}(0, \Sigma, \mathbf{I} \otimes \Psi), \]

where \( \Sigma \) models the dependency over time and \( \Psi \) is connected to spatial dependency. In summary, in MANOVA most things work as in the corresponding univariate case, i.e. easily interpretable mean and dispersion estimators are obtained, while in the Growth Curve model explicit estimators are also obtained, but the mean estimators are non-linear and more difficult to interpret. For the spatial-temporal model, no explicit MLEs are available but one has algorithms which deliver unique estimators. Concerning the future we will probably see more articles where for \( X \in N(\mu, \Sigma) \) there are models which state that \( \mu \in \mathcal{C}(C_1) \otimes \mathcal{C}(C_2) \otimes \cdots \otimes \mathcal{C}(C_m) \), i.e. a tensor product of \( \mathcal{C}(C_i) \), where \( \mathcal{C}(C_i) \) stands for the space generated by the columns of \( C_i \), and \( \Sigma = \Sigma_1 \otimes \Sigma_2 \otimes \cdots \otimes \Sigma_m \). Another type of generalization which has been taking place for decades is the assumption of different types of dispersion structures, e.g. structures connected to factor analysis, structures connected to spatial relationships, and structures connected to time series, structures connected to random effects models, structures connected to graphical normal models, structures connected to the complex normal and quaternion normal distributions.
High-dimensional statistical analysis is, with today’s huge amount of available data, of the utmost interest. Indeed various different high-dimensional approaches are natural extensions of classical multivariate methods. A general characterization of high-dimensional analysis is that in the multivariate setting there are more dependent variables than independent observations. It is driven by theoretical challenges as well as numerous applications such as applications within signal processing, finance, bioinformatics, environmetrics, chemometrics, etc. The area comprises, but is not limited to, random matrices, Gaussian and Wishart matrices with sizes which turn to infinity, free probability, the R-transform, free convolution, analysis of large data sets, various types of \( p, n \)-asymptotics including the Kolmogorov asymptotic approach, functional data analysis, smoothing methods (splines); regularization methods (Ridge regression, partial least squares (PLS), principal components regression (PCR), variable selection, blocking); and estimation and testing with more variables than observations.

If one considers the asymptotics with \( p \) indicating the number of dependent variables and \( n \) the number of independent observations, there are a number of different cases: \( p/n \to c \), where \( c \) is a known constant, and both \( p \) and \( n \) go to infinity without any relationship between \( p \) and \( n \). The latter case, however, has to be treated very carefully in order to obtain interpretable results. For example, one has to distinguish if first \( p \) and then \( n \) go to infinity or vice versa, or \( \min(p, n) \to \infty \). When studying proofs of different situations in the literature, it is not obvious which situation is considered and many results can only be viewed as approximations and not as strict asymptotic results, at least on the basis of the presented proofs.

One of the main problems in multivariate statistical analysis as well as high-dimensional analysis occurs when the inverse dispersion matrix, \( \Sigma^{-1} \), has to be estimated. If \( \Sigma \) is known, it often follows from univariate analysis that the statistic of interest is a function of \( \Sigma^{-1} \). Then one tries to replace \( \Sigma^{-1} \) with an estimator. If \( S \) is an estimator of \( \Sigma \), the problem is that \( S^{-1} \) may not exist or may perform poorly due to multicollinearity, for example. If \( S \) is singular, then \( S^{-1} \) has been used. Moreover, "ridge type" estimators of the form \((S + \lambda I)^{-1}\) are in use (Tikhonov regularization). Sometimes a shrinking takes place through a reduction of the eigenspace by removing the part which corresponds to small eigenvalues. A different idea is to use the Cayley-Hamilton theorem and utilize the fact that

\[
\Sigma^{-1} = \sum_{i=1}^{p} c_i \Sigma^{i-1},
\]

where \( \Sigma \) is of the size \( p \times p \) and since \( \Sigma \) is unknown the constants \( c_i \) are also unknown. Then an approximation of \( \Sigma^{-1} \) is given by

\[
\Sigma^{-1} \approx \sum_{i=1}^{a} c_i \Sigma^{i-1}, \quad a \leq p,
\]
and an estimator is found via $\hat{\Sigma}^{-1} \approx \sum_{i=1}^{n} \hat{c}_i S_i^{-1}$. When determining $c_i$ a Krylov space method, partial least squares (PLS), is used.

Needless to say, there are many interesting research questions to work on. Computers are nowadays important tools but much more important are ideas which can challenge some fundamental problems. For example in high-dimensional analysis we have parameter spaces which are infinitely large and it is really unclear how to handle and interpret this situation. Hopefully the discussions in this conference will deal with some of the challenging multivariate statistical problems.
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Mixed Models

Júlia Volaufová

LSUHSC School of Public Health, New Orleans, USA

Abstract

Mixed models, simply put, are models of a response that involve fixed and random effects (see, e.g., [1]). Here we give a very superficial and brief coverage of the wide variety of models this term encompasses. Historically, the most widely-investigated mixed model is the linear mixed model. For an n-dimensional response vector \( Y \), the model can be expressed as

\[
Y = X\beta + Z\gamma + \epsilon,
\]

where \( X \) and \( Z \) are fixed and known matrices of covariates with \( \beta \) a fixed vector parameter and \( \gamma \) a vector of random effects. The often-invoked distributional assumptions are \( \gamma \sim N_l(0, G) \) and \( \epsilon \sim N_n(0, R) \). The matrices \( G \) (nd) and \( R \) (pd) are modeled as members of chosen classes (e.g., compound symmetry, AR(1), unstructured), which involve further unknown parameters. In special cases when the matrices \( G \) and \( R \) depend linearly on a set of unknown scalars, the covariance matrix of the response can be expressed as

\[
\text{Cov}(Y) = \sum_{i=1}^{p} \vartheta_i V_i
\]

where the parameters \( \vartheta_i \) are interpreted as variance-covariance components. \( \gamma \) and \( \epsilon \) are assumed to be mutually independent, which implies that \( \text{Cov}(Y) = ZGZ' + R \).

This class of models covers a broad range of situations. Here is a partial list.

- In repeated measures models (see e.g., [17]), also called longitudinal models (see, e.g., [9]), multiple observations are carried out, say over time, on each individual sampling unit.
- In cluster randomized settings (see, e.g., [10]), dependencies between observations on sampling units are introduced due to clustering in the randomization process.
- In hierarchical or multilevel settings, a subset of parameters on a given level is considered to be a random vector whose distribution depends on an additional set of unknown parameters.
- In some situations it is possible to partition the response vector into independent subvectors, as in longitudinal models, but in many cases such partitioning is not straightforward, e.g., in some geodetic or geophysical applications (see e.g., [8] or [2]) when combining experiments with different precisions, each relating to the same mean parameter. In these models it is not obvious and it is not even necessary to identify the latent random effects - the model for the response vector \( Y \) is parametrized by
(unknown) fixed vector parameters of the mean and variance-covariance components.

The class of linear mixed models can be viewed within the broader context of nonlinear mixed models. There, the response variable $Y$ can be modeled in general as

$$Y = f(x, z, \beta, \gamma) + \epsilon.$$  \hspace{1cm} (2)

The function $f(.)$ is a nonlinear function of fixed ($\beta$) and random ($\gamma$) (vector) parameters as well as vectors of covariates ($x$ and $z$). Mostly it is assumed that $f(.)$ is differentiable with respect to $\beta$ and $\gamma$. The distributional assumptions regarding $\gamma$ and $\epsilon$ may be the same as in the linear case.

An example of such a model (2) is a random coefficients model (see, e.g., [23]) that can be set up in two stages. For stage 1, the model takes the form

$$Y_{ij} = f(t_{ij}, \beta_i) + \varepsilon_{ij}, \ i = 1, \ldots, n, \ j = 1, \ldots, T_i,$$  \hspace{1cm} (3)

where $Y_{ij}$ is the response for subject $i$ at time $j$, $f(.)$ is a nonlinear function of the $p$-vector of subject-specific vector parameters $\beta_i$ and time ($t_{ij}$), and $\varepsilon_{ij}$ is the error term, which we assume follows a normal distribution with mean zero and variance $\sigma^2$. The second stage is at the population level. At this stage the subject-specific parameters are defined by the model:

$$\beta_i = A_i \beta + B_i \gamma_i, \ i = 1, \ldots, n.$$  \hspace{1cm} (4)

In this model, $\beta$ is a vector of fixed population parameters and $\gamma_i$ is a vector of random effects for subject $i$. In most cases the matrix $A_i$ takes the form $A_i = I_p \otimes a_i'$ (see, e.g., [22]), where the vector $a_i$ is the vector of covariates. The matrix $B_i$ is used to determine which elements of $\beta_i$ have random components and which are fixed. A well-known example of a random coefficient model is a growth curve model, a special case of which is when, among other assumptions, the dimension of each subject specific response is the same. It can be expressed in terms of a multivariate model for a response vector $Y$, which in general may have expectation $E(Y) = \sum_{i=1}^{p}(C_i \otimes D_i)\beta_i$ and covariance matrix $\text{Cov}(Y) = \Sigma_1 \otimes \Sigma_2$ with the matrices $\Sigma_1$ and $\Sigma_2$ and the vector $\beta$ unknown.

Using the generalized mixed linear model, we model the transformed mean of $Y$ via a link function as a linear function of covariates (see, e.g., [14]). Typically, the conditional distribution of the response belongs to the exponential family, and often there is a functional relationship between the parameters of the mean and the variance-covariance components. The conditional mean of the $i$th observation, $\mu_i$, is linked via a function, say $g(\mu_i)$, to the covariates and random effects in terms of additive effects as

$$g(\mu_i) = x_i^T \beta + z_i^T \gamma,$$  \hspace{1cm} (5)

where the meaning of $\beta$ and $\gamma$ is as above. We note that the nonlinear random coefficients model can be perceived as a special case of the generalized linear mixed model.
Although these models have been notoriously studied for many decades, there is a variety of questions still to be addressed. The main aim of inference is estimation and hypotheses testing. Maximum likelihood or quasi-likelihood methods result in point estimates with good large sample properties under generally mild conditions. Point and interval estimation of variance-covariance components has kept statisticians busy for decades (see, e.g., [3,11,12,15], etc.). Ultimately in almost all settings one is interested in testing (linear) hypotheses about the parameter $\beta$ and/or about variance-covariance components. Usually we see $H_0^1: H'\beta = h$ or $H_0^2: h'\vartheta = 0$, or simultaneously both. Except for a few special models there is no exact test available for $H_0^1$; a variety of approximate tests has been studied for quite a time (see, e.g., [4], [6], [7], [19], [21], [13], [20], and many others). The hypothesis $H_0^2$ also has been extensively studied; however even in models with only two variance-covariance components the question of finding a test with optimal properties (in some sense) in general is still open.

In linear mixed models, the choices of the structures of $G$ and $R$ may be consequential, but often these choices are made arbitrarily and subjectively. Various information criteria have been developed, recommended, and modified for the purpose of informing these choices. Effects of such data-driven choices on inferential procedures for fixed effects are just beginning to be investigated and are related to the broad area of model building (see, e.g., [18]).

Here we invite contributions that address pertinent questions and relate to any aspects of this broad class of mixed models.
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Optimal design of experiments with very low average replication

Rosemary A. Bailey

Queen Mary, University of London, UK

Abstract

Trials of new crop varieties usually have very low average replication. Thus one possibility is to have a single plot for each new variety and several plots for a control variety, with the latter well spread out over the field. A more recent proposal is to ignore the control, and instead have two plots for each of a small proportion of the new varieties.

Variation in the field may be accounted for by a polynomial trend, by spatial correlation, or by blocking. However, if the experiment has a second phase, such as making bread from flour milled from the grain produced in the first phase, then that second phase usually has blocks.

The optimality criterion used is usually the A criterion: the average variance of the pairwise differences between the new varieties.

I shall compare designs under the A criterion when the average replication is much less than two.
Geometric mean of matrices

Rajendra Bhatia

Indian Statistical Institute, New Delhi, India

Abstract

Positive definite matrices are important in diverse areas like statistics, image processing, quantum information, electrical engineering, elasticity, machine learning etc. An appropriate notion of averaging a family of such matrices has been developed in recent years, and has brought together diverse areas like differential geometry, matrix analysis, numerical analysis and approximation theory. This talk will provide a survey of some of the key ideas.
Nonparametric regression for sojourn time distributions in a multistate model

Somnath Datta and Dogu Lorenz

University of Louisville, USA

Abstract

Multistate models are generalizations of traditional survival data where an individual undergoes different types of events corresponding to transitions to various states of a system. We consider multistate event data that are right censored. Under this setup, inferring on the state waiting (or sojourn) time distribution corresponding to a given transient state is problematic since neither the entry nor the exit times are fully observed. In this talk, we introduce novel procedures to test the effect of a categorical covariate on the sojourn time distribution. In the later part of the talk, we introduce an Aalen type linear hazard model for the state waiting time distribution that can incorporate both discrete and continuous covariates. The methods are illustrated using a number of real data applications.
Tolerance intervals in general mixed effects models using small sample asymptotics

Thomas Mathew and Gaurav Sharma

University of Maryland Baltimore County, USA

Abstract

The computation of tolerance intervals in mixed and random effects models has not been satisfactorily addressed in a general setting when the data are unbalanced and/or when covariates are present. In the talk, satisfactory one-sided and two-sided tolerance intervals in such a general scenario will be derived, by applying small sample asymptotic procedures. In the case of one-sided tolerance limits, the problem reduces to the interval estimation of a percentile, and accurate confidence limits are derived using small sample asymptotics. In the case of a two-sided tolerance interval, the problem does not reduce to an interval estimation problem; however, it is possible to derive an approximate margin of error statistic that is an upper confidence limit for a linear combination of the variance components. For the latter problem, small sample asymptotic procedures can once again be used in order to arrive at an accurate upper confidence limit. In the talk, balanced and unbalanced data situations will be treated separately, and computational issues will be briefly addressed. Extensive numerical results show that the tolerance intervals derived based on small sample asymptotics exhibit satisfactory performance regardless of the sample size. The results will be illustrated using examples.
Smoothing discrete distributions

Paulo E. Oliveira

University of Coimbra, Portugal

Abstract

We will discuss estimation of probability distributions on discrete, finite or infinite, space using nonparametric methods. This model includes of course, categorical distributions. Although the smoothing implied in nonparametric methods may seem, at first glance, unnatural, smoothing does improve upon the naïve frequency estimator. Discretizations of the kernel estimator and the correspondent characterizations of asymptotic properties are discussed. When dealing with categorical distributions one is often faced with relatively few observations, when compared to the support size. This leads to considering error criteria better adapted to this sparse estimation problem. Asymptotics with respect to these sparse criteria is discussed. These results do not really fall into the general approach to nonparametric estimation, as they imply that the base space should be updated as the sample size grows. Other error criteria, such as relative errors, are commonly considered in parametric problems. We will adapt relative error criteria to our nonparametric estimation problem. The estimator found can be explicitly written but their asymptotics is harder to describe, in some cases only doable indirectly. However, their finite sample performance is, depending on the properties of the true probability distribution, good. We will also discuss the integration into the estimator of partial known information about the true probability.

Keywords

Discrete distributions, Local polynomial estimator, Relative errors, Asymptotics, Sparse observations.
Partial orders on matrices and the column space decompositions

K. Manjunatha Prasad

Manipal University, India

Abstract

In literature, we have several partial orders on subclasses of rectangular matrices of same size and some which are dominated by known "Minus Partial Order". Star partial order ([3]) on rectangular matrices of size, Sharp order ([6]) on class of square matrices of same size and of index one, and the Core partial order ([2]) are such partial orders dominated by minus partial order to name a few. It is well known that the $m \times n$ matrices $B$ and $A - B$ decomposes the given matrix $A$ under minus partial order (i.e., $B, A - B \leq -A$) is equivalent to say that the column spaces of $B$ and $A - B$ decomposes the column space of the matrix $A$ (i.e., $\mathcal{C}(B) \oplus \mathcal{C}(A - B) = \mathcal{C}(A)$). The same is true for the row spaces. In fact, there is one to one correspondence between matrix decompositions with reference to minus partial order, column space decompositions and row space decompositions. The characterization of the partial orders such as star partial order and sharp order involve both column space and row space of given matrices. In fact, matrix decomposition $A = B + C$ with reference to star partial order corresponds to decomposition of column space and row space of $A$ orthogonally and similarly other matrix partial orders are characterized by the typical characteristic decompositions of the column space and row spaces. Even while studying the shorted matrices (see [1], [3] and [10]) involves both row space and column spaces of given matrices. Now in the light one to one correspondence between column space decompositions and row space decompositions, we characterize the partial orders with reference to column space decomposition alone. Also, it results in having a new definition of shorted matrix with reference to various partial orders i.e., only with reference to the decomposition of column space decomposition.

Keywords

Matrix partial order, Minus partial order, Star partial order, Sharp partial order, Shorted matrix.
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Adjacency preserving maps

Peter Šemrl

University of Ljubljana, Slovenia

Abstract

Hua’s fundamental theorems of geometry of matrices characterize bijective maps on various spaces of matrices preserving adjacency in both directions. We will discuss some recent improvements of these results.
Investigation of Bayesian Mixtures-of-Experts models to predict semiconductor lifetime

Olivia Bluder
Alpen-Adria University Klagenfurt and KAI - Kompetenzzentrum Automobil- und Industrieelektronik GmbH, Villach, Austria

Abstract

Investigating the reliability of a semiconductor device is time and cost consuming, but essential for industry and customers. To save resources, models that predict the lifetime and the valid parameter range dependent on the stress conditions are needed.

The given semiconductor lifetime data show a mixture of two log-normal distributions [1], where the mixture weights of the two components depend on the applied peak temperature. Hence, a Bayesian Mixtures-of-Experts (ME) approach is used [3]. For the component means linear models as well as physical acceleration models [2] are investigated. Under the assumption of informed normal priors for the model parameters and slightly data dependent hierarchical inverse Gamma priors for the variances, the mixture based on two Coffin-Manson models shows the best fit and the best prediction quality.

Applying the model to lifetime data from other semiconductor technologies shows that the combined Bayesian ME and Coffin-Manson approach is valid for other designs as well. With the given model parameter ranges for one semiconductor design based on a minimum number of stress tests can be predicted. Hence, resources, especially testing time, can be saved.

Keywords
Bayesian Mixtures-of-Experts models, Semiconductor lifetime prediction, Linear models, Physical acceleration models.
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Influential observations in the extended Growth Curve model with cross-over designs

Chengcheng Hao\textsuperscript{1}, Dietrich von Rosen\textsuperscript{2,3}, and Tatjana von Rosen\textsuperscript{1}

\textsuperscript{1} Stockholm University, Sweden
\textsuperscript{2} Swedish University of Agricultural Sciences, Uppsala, Sweden
\textsuperscript{3} Linköping University, Sweden

Abstract

Growth Curve model (GCM) and extended GCM are useful tools to model repeated measurements in cross-over designs. [2] and [3] assessed influence of observations on estimating the GCM with unstructured covariance. This work is to propose quantities to detect influential measurements in the extended GCM. It is known that various residuals in the extended GCM can be defined by projecting data matrix onto four orthogonal spaces, see [1]. The relations between the influence quantities and the residuals are surveyed.

Keywords

Extended Growth Curve model, Influence analysis, Repeated measurement design, Statistical diagnostics.
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Low-rank approximations and weighted low-rank approximations

Paulo C. Rodrigues

Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal

Abstract

Principal component analysis (PCA) is one of the most widely used multivariate techniques. It is usually applied to two-way matrices with individuals in the rows and variables in the columns, and converts the possibly correlated variables into a set of orthogonal variables, the principal components. Several algorithms have been proposed to obtain the least squares estimates for the component scores and for the loadings, being the most used the eigenvalue decomposition of the covariance (or correlation) matrix of the data or the singular value decomposition of the two-way data matrix. In this paper we will be mostly interested in the weighted version of this low-rank approximation. This allows us to give weights to the variables and/or the individuals according to the outcome of a preliminary analysis of the two-way data, e.g., in the case of repeated measurements the weights can be given by the inverse of their error variances. The use of the weighted PCA also increases the robustness when compared with the standard PCA. Applications to genetic and financial data will be presented.

Keywords

Principal component analysis, Additive main effects and multiplicative interaction model, Plant genetics, Public debt.
On the choice of a prior distribution for Bayesian D-optimal designs for the logistic regression model

Haftom Abebe, Frans Tan, Gerard Van Breukelen, Jan Serroyen, and Martijn Berger

Maastricht University, The Netherlands

Abstract

A common way to design a binary response experiment is to design the experiment to be most efficient for a best guess of the parameter values on which the optimal design depends. A design which is optimal for a best guess, however, may not be efficient for other parameter values. The Bayesian optimal design approach is a useful tool to take into account uncertainty of the parameter values. Bayesian D-optimal designs for a logistic regression model with two parameters are investigated. Such designs depend on the choice of a prior distribution. Using numerical search and sampling from normal and uniform priors we show that if we do not have much information about the value of the parameters, a prior distribution with relatively large variance will lead to a Bayesian design which remains highly efficient under other prior distributions. We also compare uniform and normal priors and find that both distributions are approximately equally efficient. Finally, we study the efficiencies of designs with equidistant equally weighted design points against the Bayesian D-optimal designs and find that 4 and 5 equidistant equally weighted design points are highly efficient.

Keywords

Bayesian D-optimal designs, Logistic regression model, Maximin Bayesian D-optimal design, Locally D-optimal designs, Relative efficiency.
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Model selection in log-linear models by using information criteria

Nihan Acar\(^1\), Eylem D. Howe\(^1\), and Andrew Howe\(^2\)

\(^1\) Mimar Sinan Fine Arts University, Istanbul, Turkey
\(^2\) Transatlantic Petroleum, Istanbul, Turkey

Abstract

Log-linear models help to reveal association patterns among categorical variables that are widely encountered in sectors such as ecology, medicine and banking. These models are generally used in the analysis of contingency tables. In log-linear models deviance and chi-square statistics are mostly used to select the best model which fits data. Because the chi-square statistic is affected by sample size, information criteria such as AIC-type criteria are used lately in many areas. In this study we purpose to apply and measure the efficiency of information criteria in log-linear models.

Keywords

Log-linear models, Contingency tables, Information criteria.
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Absolute Penalty and Shrinkage Estimation in Weibull censored regression model

S. Ejaz Ahmed

Brock University, St. Catharines, Canada

Abstract

In this talk we address the problem of estimating a vector of regression parameters in the Weibull censored regression model. Our main objective is to provide natural adaptive estimators that significantly improve upon the classical procedures in the situation where some of the predictors may or may not be associated with the response. In the context of two competing Weibull censored regression models (full model and candidate sub-model), we consider an adaptive shrinkage estimation strategy that shrinks the full model maximum likelihood estimate in the direction of the sub-model maximum likelihood estimate. The shrinkage estimators are shown to have higher efficiency than the classical estimators for a wide class of models. Further, we consider a LASSO type estimation strategy and compare the relative performance with the shrinkage estimators. Monte Carlo simulations reveal that when the true model is close to the candidate sub-model, the shrinkage strategy performs better than the LASSO strategy when, and only when, there are many inactive predictors in the model. Shrinkage and LASSO strategies are applied to a real data set from Veteran’s administration (VA) lung cancer study to illustrate the usefulness of the procedures in practice.
Bootstrap confidence regions for multinomial probabilities based on penalized power-divergence test statistics

Aylin Alin\textsuperscript{1} and Ayanendranath Basu\textsuperscript{2}

\textsuperscript{1}Dokuz Eylül University, Izmir, Turkey
\textsuperscript{2}Indian Statistical Institute, India

Abstract

In general confidence regions for multinomial probabilities are constructed based on the Pearson $\chi^2$ statistic. [1] constructed the bootstrap and asymptotic confidence regions for multinomial parameters based on power-divergence test statistics. In this study, we consider confidence regions for multinomial probabilities based on ordinary and penalized power-divergence test statistics. We built bootstrap and asymptotic confidence regions. We use two types of bootstrap confidence regions. The first type is called percentile interval which is the mostly used version of bootstrap intervals. The second type is Bca interval proposed by [2] as the improved version of percentile interval. We only consider small sample sizes where asymptotic properties fail and the alternative methods are needed mostly. Performances are compared based on average coverage probabilities calculated by designed simulation studies.

Keywords

Bca interval, Bootstrap, Power-divergence test statistics, Penalization.
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Building stones for inference on variance components

Barbora Arendacká

Physikalisch-Technische Bundesanstalt, Berlin, Germany

Abstract

In his paper, Burch [1] suggested how to make inference on variance components in linear mixed models provided a certain decomposition of the covariance matrix exists and he showed how these ideas apply in some cases of two-way random effects models without interactions. However, he did not show how to derive the requested building stones - independent quadratic forms - in general. We will point out that his approach can be viewed as a generalization of the ANOVA decomposition of the total sum of squares. Then the requirement of independence leads to a decomposition of the \((n-p)\)-dimensional space into orthogonal invariant subspaces and in a case most favourable for inference, this immediately suggests an algorithm for derivation of the requested quantities. The presented approach also allows for characterizing designs in which the favourable procedure is applicable as we will illustrate for the case of two-way random effects models.

Keywords

Independent quadratic forms, Variance components, ANOVA, Invariant subspaces.
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A novel approach for estimation of seemingly unrelated linear regressions with high order autoregressive disturbances

Baris Asikgil

Mimar Sinan Fine Arts University, Istanbul, Turkey

Abstract

The problem of estimating a system of linear regression equations in which the disturbances are contemporaneously correlated across equations has been investigated in the past years. One of the major problems encountered in the estimation of such system of linear regression equations is the possible existence of serial correlation of the disturbances. [3] modified the original "seemingly unrelated linear regressions" estimation technique known as Zellner’s two stage Aitken estimator for the first order autoregressive disturbances in each equation. Also, several alternative estimators given by [2] are compared for small samples.

In this paper, seemingly unrelated linear regressions with high order autoregressive disturbances are considered. A novel approach which includes a polynomial tapering function given by [1] is proposed for high order autoregressive disturbances in order to obtain more efficient parameter estimates. Monte Carlo simulation study is applied to compare this approach with the other estimators for small-sample efficiency.

Keywords

Linear regression, Contemporaneously correlation, Autoregressive disturbances, Tapering procedure.

References

Very robust regression

Anthony C. Atkinson¹ and Marco Riani²

¹ London School of Economics, UK
² University of Parma, Italy

Abstract

The numerous methods of very robust regression resist up to 50% of outliers. This breakdown point, the maximum that can be achieved, is defined asymptotically as the outlying observations become infinitely far from the regression data. To distinguish between such very robust methods we study their behaviour as a function of the distance between the regression data and the outliers. We introduce a parameter \( \lambda \) that defines a parametric path in the space of models that enables us to study, in a systematic way, the properties of estimators as the groups of data move from being far apart to close together. We examine, as a function of \( \lambda \), the variance and squared bias of several estimators and we also consider their power when used in the detection of outliers.

The results of our systematic approach are described in Riani et al. ([1]). An algorithm using the forward search (Atkinson and Riani, [2]) has the best properties for both size and power of the outlier tests. The comparisons use new algorithms for Least Trimmed Squares estimators that have increased computational efficiency due to improved combinatorial sampling. The efficient sampling method forms part of the subject of the talk by Domenico Perrotta.

Keywords

Distance of outliers, Forward search (FS), Least trimmed squares (LTS), MM estimate, Multiple outliers.
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Some comments on joint papers by
George P.H. Styan and the Baksalarys

Oskar M. Baksalary

Adam Mickiewicz University, Poznań, Poland

Abstract

The paper [2] opens a list of joint publications by George P. H. Styan and Jerzy K. Baksalary. Even though Jerzy passed away prematurely in 2005, the cooperation between George and the Baksalarys has continued up to the present days. It is now Jerzy’s son and the author of the present talk who has a privilege and pleasure to work together with George. So far the cooperation between George and the two Baksalarys resulted in 16 papers, including 9 joint papers by George and Jerzy and 8 joint papers by George and Oskar. Thus, there is one joint paper by George, Jerzy, and Oskar, namely [1]. In the talk several comments on the joint publications by George and the Baksalarys will be made.
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Multivariate linear phylogenetic comparative models and adaptation

Krzysztof Bartoszek
Chalmers University of Technology and the University of Gothenburg, Sweden

Abstract

The need for taking into account evolutionary relationships when analyzing between species data is by now firmly established. However stochastic models allowing for multiple co-evolving traits are extremely limited and essentially do not go beyond a multivariate Brownian motion with a trend. This does not allow one to model adaptation, not even with a definition as weak as convergence in distribution. The linear stochastic differential equation model presented in [3],

\[ dY(t) = -A(Y(t) - \psi(t))dt + \Sigma dW(t), \]

where \( W(t) \) is a standard Brownian motion, allows for modelling adapting traits with such as notion of adaptation but up till now had only partial multivariate implementations [2,4]. In the talk a recently developed R package [1] which nearly completely covers the framework from [3] in multiple dimensions will be presented. The properties of the mean and covariance functions will be discussed in terms of the definition of adaptation as weak convergence. With multiple interacting traits the study of adaption requires one to look at conditional distributions of interest, especially their limiting properties. These will be presented and discussed with an emphasis on their biological interpretation. For example if we consider the multivariate extension of the model from [4],

\[
\begin{align*}
    dY(t) &= -A_y(Y(t) - (\psi_y(t) + B X(t)))dt + \Sigma_y dW_y(t) \\
    dX(t) &= \Sigma_x dW_x(t),
\end{align*}
\]

then if \( A \) has positive real part eigenvalues, the regression coefficient of \( Y(t) \) on \( X(t) \) will converge to \( B \), but if the \( X \) variables are also adapting,

\[
\begin{align*}
    dY(t) &= -A_y(Y(t) - \psi_y(t))dt + \Sigma_y dW_y(t) \\
    dX(t) &= \Sigma_x (X(t) - \psi_x(t))dt \Sigma_x dW_x(t),
\end{align*}
\]

then this limit will not in general equal \( B \). This can be interpreted that even if evolution would go on for infinity the \( Y \) and \( X \) traits would never evolve to the optimal relationship between them. These concepts will be illustrated by an example re–analysis of the Cervidae dataset [5].
Keywords
Ornstein–Uhlenbeck process, Phylogenetic comparative methods, Multivariate models, Evolution, Adaptation.
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Study with George Styan

Philip Bertrand

Solihull, UK

Abstract

George and I met 56 years ago in 1956. He was studying Pure Mathematics, I Mathematical Physics. The first lecture of a new Professor of Mathematical Statistics at the University, Henry Daniels, was more interesting than any other lecture I had received there in my previous two years. Henry Daniels, changed the direction of both George and I to Mathematical Statistics. Henry showed that the subject of Mathematical Statistics is 'the application of the scientific method to the study of any subject'. He demonstrated the logic of this assertion. To understand and develop the subject a student needs to study the topics in pure mathematics including complex variable theory, group theory, statistical distribution theory, geometry, algebra, calculus, stochastic processes, determinants and matrices. These subjects I shared in classes with George Styan between 1957 to 1959. In 1959 George moved to Oxford University to do a masters degree. I continued studying a postgraduate diploma in mathematical statistics under Henry Daniels. In 1960 George and I both worked in London where we met frequently for social discussions with other friends. We also frequently discussed our different statistical problems. George moved on to North America whilst I continued to work in Britain. We met again around 1990 when George came to give a talk in our department.

Our friendship continues from then on.

Keywords

Algebra, Complex variables, Group theory, Determinants and matrices.
Jackknife-after-Bootstrap as logistic regression diagnostic tool

Ufuk Beyaztaş and Aylin Alin

Dokuz Eylül University, Izmir, Turkey

Abstract

Jackknife-after-Bootstrap (JaB) has first been proposed by [1] then used by [2] and [3] to detect influential observations in linear regression models. In this study, we propose using JaB to detect influential observations in logistic regression model. Performance of the proposed method will be compared with the traditional method for standardized Pearson residuals, Cook’s distance, change in the Pearson chi-square statistic and change in the deviance by both real world examples and simulation study. The results reveal that under considered scenarios proposed method performs better than traditional method and is more robust to masking and swamping effects.

Keywords

Logistic regression, Bootstrap, Jackknife, Logistic regression diagnostics.

References

Optimum designs for enzyme kinetic models with co-variates

Barbara Bogacka\textsuperscript{1}, Mahbub Latif\textsuperscript{2}, and Steven Gilmour\textsuperscript{3}

\textsuperscript{1} Queen Mary, University of London, UK
\textsuperscript{2} University of Dhaka, Bangladesh
\textsuperscript{3} University of Southampton, UK

Abstract

In this talk we consider a population optimum design of experiments for non-linear models and in the specific application to enzyme kinetic studies. In the early stage of drug development pharmaceutical companies are interested in whether the new candidate medicinal product interacts with other drugs. Since most of the drugs are metabolized in human liver, these early stage pharmacokinetic experiments are conducted at different levels of concentration of the new compound applied to liver tissues representing “subjects” in the study. Also, the liver tissues differ in some systematic way what can be incorporated in the model as a function of co-variates. In our studies, which are based on a set of real data, we find that some of the parameters of this function differ across the population and so are treated as random. The question is about the choice of the liver tissues as well as the levels of concentration of the new medicinal product so that all the model parameters are estimated with high precision. Although it is set in a specific application it prompts several methodology questions in the optimum design theory to be answered.

Keywords

Mixed-effects model, D-optimality, Transform-both-sides model.
On combining information in a generally balanced nested block design

Tadeusz Caliński

Poznań University of Life Sciences, Poland

Abstract

Nested block designs are quite often used in practice, particularly in agricultural experimentation. Their statistical properties have been considered in many papers, as reviewed by Bailey (1999). Of special interest are those nested block designs which satisfy the general balance property introduced by Nelder (1965) and discussed by several authors, by Bailey (1994) and by Bogacka and Mejza (1994) in particular. The purpose of the present paper is to give explicit formulae for analyzing an experiment carried out in a nested block design having the general balance property of some desirable pattern. The results follow from a randomization-derived mixed model, decomposed into stratum submodels. Attention is confined here to the combined analysis allowing the information from different strata to be joined together, following Nelder (1968). The paper is essentially an extension of some results presented in Chapter 5 of Caliński and Kageyama (2000).

Keywords

Combined analysis, General balance property, Nested block design, Randomization-derived model, Stratum submodels.
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Linear and quadratic sufficiency in mixed model

Francisco Carvalho\textsuperscript{1,3}, Augustyn Markiewicz\textsuperscript{2},
and João T. Mexia\textsuperscript{1,4}

\textsuperscript{1} Centro de Matemática e Aplicações, Universidade Nova de Lisboa, Portugal
\textsuperscript{2} Poznań University of Life Sciences, Poland
\textsuperscript{3} Instituto Politécnico de Tomar, Portugal
\textsuperscript{4} Departamento de Matemática, Faculdade de Ciências e Tecnologia,
Universidade Nova de Lisboa, Portugal

Abstract

Up to now, see e.g. [3] and [1], linear and quadratic sufficiency have been
mainly used in obtaining BLUE and BQUE for models with one variance
component.

We use the orthogonal structure of variance-covariance matrix of models
with orthogonal block structure to extend the use of linear and quadratic suffi-
ciency, as defined in [2], in obtaining best linear unbiased estimators and
best quadratic unbiased estimators.

We will consider the model

\[ M_\sigma : Y = X\beta + X_1\beta_1 + \varepsilon \]

where \( \beta \) is fixed and \( \beta_1 \) and \( \varepsilon \) are independent with null mean vectors and
variance-covariance matrices \( \sigma_1^2I_{c_1} \) and \( \sigma_2^2I_n \).

Keywords

Linear sufficiency, Quadratic sufficiency, Variance components, Mixed model.
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The magic behind the construction of certain Agrippa–Cardano type magic matrices

Ka Lok Chu¹, George P. H. Styan², and Götz Trenkler³

¹ Dawson College, Westmount, Canada
² McGill University, Montreal, Canada
³ Dortmund University of Technology, Germany

Abstract

We build on results [5] presented at the International Workshop on Combinatorial Matrix Theory and Generalized Inverses of Matrices (Manipal University, January 2012). In this talk we will present procedures for the construction of certain Agrippa–Cardano [1,2] type magic matrices using magic-basis matrices. We generate classic rank-3 $n \times n$ Agrippa-Matlab [1,4] magic matrices with $n$ doubly-even, and classic nonsingular Agrippa–Fermat magic matrices [1,3] with $n$ singly-even. We investigate some matrix-theoretic properties and present some interesting findings.
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Celebrating George P. H. Styan’s 75th birthday and my meetings with him

Carlos A. Coelho

Departamento de Matemática and Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal

Abstract

The first time I met George Styan was in July 2004 in Lisbon when he was on his way to the 11th ILAS Conference in Coimbra. But George had already been in Portugal before and I learned how much he was fond of Conventual, a very fine and nice old style restaurant in Lisbon. Then I also learned that George really is an appreciator of good food and a very well-educated wine drinker. With this detail in common it was really easy to become a good friend with George.

Since then we met a number of times, the most significant of which was at the time of the 17th IWMS held in Tomar, Portugal, in 2008. Before this event, during a short stay of George and Evelyn in Lisbon, we had the opportunity to go to some nice spots like Sintra and to hang around a few nice places near Lisbon and even to attend a Leonard Cohen concert, together with some friends.

Actually, even more than good food and a good wine, and more than a good mathematical challenge, George enjoys the company of his family and his friends. We may even say that more than Mathematics, it is his family and his friends that play and have always played a central role in his life. Everybody knows well how much he cares about Evelyn, the great woman behind the great man, and also everybody knows the looks in George’s face when he meets the ones he cares about.

Inevitably, besides addressing some of George’s honors and also his scientific work and his interest in mathematics related stamps, it is based on a number of pictures, either taken by the author or by other friends and a couple of them even taken by George himself, that this little contribution to the celebration of George Styan’s 75th birthday will be indeed more a celebration of the way George enjoys and nurtures the company of the ones he loves.
On the distribution of linear combinations of chi-square random variables

Carlos A. Coelho

Departamento de Matemática and Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal

Abstract

The distribution of linear combinations of independent chi-square random variables is intimately related with the distribution of quadratic forms in normal random variables [1,6–11,13,14] and thus it also appears as the limit distribution of quadratic forms in non-normal random variables. As such, this distribution has been studied by many authors [2,4–13]. However, there is still much room left for improvement, since while some simpler approximations do not yield sufficiently good results, other approximations which show a better performance are sometimes too complicated to be implemented in practical terms.

In this paper the exact distribution of linear combinations of independent chi-square random variables is obtained, for some particular cases, in a closed finite highly manageable form, while for the general case a near-exact approximation [3] is obtained, which is able to yield very manageable and well-performing approximations.
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Multivariate analysis of polarimetric SAR images

Knut Conradsen
Technical University of Denmark, Lyngby, Denmark

Abstract

The author first met G.P.H. Styan at a meeting in Greece 40 years ago. During the years, they have shared the interest in matrices and multivariate statistics, GPHS from a mathematical perspective, KC an applied do. In the presentation these perspectives are combined in some applications of the multivariate complex Wishart distribution in the analysis of radar images. Due to its all-weather mapping capability independently of e.g. cloud cover, synthetic aperture radar (SAR) data holds a strong potential for change detection studies in remote sensing applications. The radar backscattering is sensitive to the dielectric properties of the vegetation and the soil, to the plant structure (i.e., the size, shape, and orientation distributions of the scatterers), to the surface roughness, and to the canopy structure (e.g., row direction and spacing, and cover fraction). The polarimetric SAR measures the amplitude and phase of backscattered signals in four combinations of the linear receive and transmit polarizations: HH, HV, VH, and VV. These signals form the complex scattering matrix. The inherent speckle in the SAR data is reduced by spatial averaging (at the expense of loss of spatial resolution). In this so-called multi-look case a more appropriate representation of the backscattered signal is the covariance matrix in which the average properties of a group of resolution cells can be expressed in a single matrix. This averaged covariance matrix follows a complex Wishart distribution. In [2,4] change detection was analyzed on bi-temporal data. In [3] these results are extended to multitemporal data. A good survey on the relevant theory on multivariate analysis in the complex normal setting is given in [1].
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Some math on the electricity market by a generalization of the Black-Scholes formula

Ricardo Covas
Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal

Abstract
Electricity is an interesting commodity for mathematicians to work on. In fact, the variety of financial and real options traded are far from being plain vanilla and, nevertheless, being most quite exotic, they have been priced with standard tools. No doubt, the literature is sparse and it’s a growing subject. One of the interesting options which, nowadays, exist in Europe is the different electricity prices between countries. If one has the ability to trade energy across countries, these electricity spreads are spread options. Since this possibility to trade is limited in time and capacity, the existing spread option is, somehow, unique.
Selling energy across countries implies offer and demand bids for electricity in each country, thus having positive probabilities of negative cashflows, by which the option to use transfer capacities cannot be priced with the Black-Scholes Formulas. In this work it’s proposed a new way of pricing the daily electricity transfer capacity, where we take into account the traders daily operation (which has changed since [2]) and, therefore, all the inherent risks factors not included in the Black & Scholes world.
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Mutual Principal Components, reduction of dimensionality in statistical classification

Carlos Cuevas-Covarrubias

Abstract

Linear discriminant analysis (LDA) and principal components analysis (PCA) are two fundamental tools of multivariate statistics. Given a $p$-dimensional random variable $X$, PCA finds its optimal representation in a lower dimensional space. LDA assumes that the sample space of $X$ is partitioned into two different categories. Given $x$, a particular realization of $X$, LDA lets us infer whether $x$ comes from one category or the other. We present an original combination of PCA and LDA where the area under the ROC curve appears as the link between both methods; we call this Mutual Principal Components. Our objective is to represent $X$ in terms of a small number of non correlated factors and maximum separability. Assuming that $X$ is distributed according to a Gaussian mixture, a parametric approach selects those components with maximum contribution to the area under the ROC curve of an optimal linear discriminant function. A distribution free alternative shows that this principle is equivalent to maximize the square cosine between this discriminant function and the vector space generated by the columns of the resulting principal components transformation matrix.
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Nonparametric regression using partial least squares dimension reduction in multistate models

Susmita Datta
University of Louisville, USA

Abstract

We introduce a method of constructing non-parametric regression estimators of state occupation probabilities in a multistate model. In order to tackle potentially large number of predictors in modern genomic and proteomic data sets we use partial least squares to compute estimated latent factors from the transition times along with the covariates which are then used in an additive model in order to avoid curse of dimensionality. We illustrate the methodology using simulated and real data sets.
Estimating intraclass correlation and its confidence interval in linear mixed models

Nino Demetrashvili and Edwin van den Heuvel

University of Groningen, University Medical Center Groningen, The Netherlands

Abstract

The methodology proposed in this study is motivated by an example from the medical field. Oncologists delineate organs for radiotherapy and it is essential that the measurements agree in these procedures. To assess the consistency of measurements among oncologists, on a random sample of subjects, the intraclass correlation (ICC) would yield a suitable estimate for studying the agreement.

In technical terms, the ICC is a ratio of sum of variances that are related to differences among measured subjects and the total variance. What variance is considered relevant depends on the design of agreement study; respectively, the number of variance components changes in the numerator and the denominator of the ICC. For statistical inference, it is important but challenging to determine the distribution of estimators of such ratios and to construct the confidence intervals. In most literature, the ICC has been studied for one-way and two-way analysis of variance only. Most proposed approximate methods are based on functions of the mean squares which are model-specific (e.g. two factorial) and lack generalization to higher order (e.g. three factorial) models. The objective of this study is to extend the construction of confidence intervals for the linear mixed models, but in particular to our three-way mixed models for delineation of organs. The generalization will coincide with existing methods for two-way and one-way mixed effects models. To obtain an approximate upper and lower confidence limits, we approximate the ICC with a function of F-distributed variable and a Beta distribution. Our proposed methodology is supported by simulation studies.
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Linear models in the face of Diabetes Mellitus: 
the influence of physical activity

Hilmar Drygas

University of Kassel, Germany

Abstract

A linear model for Diabetes Mellitus is described. The influence factors are nutrition, time and physicals activity. Two models are compared, one with moderate physical activity and another one with strong physical activity. The question is whether strong physical activity leads to a significant reduction of the blood-sugar. It is shown that there are substantial reductions of blood-sugar due to physical activity, but due to a high variance significance can only be achieved in very rare cases.
Normality test based on Song’s multivariate kurtosis

Rie Enomoto¹, Naoya Okamoto², and Takashi Seo¹

¹ Tokyo University of Science, Japan
² Tokyo Seiei College, Japan

Abstract

In statistical analysis, the test for normality is an important problem. The most widely applied tests of multivariate normality are based on Mardia’s multivariate generalization of skewness and kurtosis. Mardia [1], Srivastava [3] and Song [2] gave definitions of the multivariate sample kurtosis. We consider the multivariate normality test based on the sample measure of multivariate kurtosis defined by Song [2]. We derive expectation and variance of Song’s kurtosis and a new test statistic for assessing multivariate normality. Moments of Song’s kurtosis are calculated easily using independency of random vectors. We investigate the accuracies of upper percentiles, type I error and of power for the test statistic via a Monte Carlo simulation for selected values of parameters.
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Multivariate normality test, Multivariate kurtosis, Asymptotic expansion.
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A graphical evaluation of Robust Ridge Regression in mixture experiments

Ali Erkoç¹ and Kadri U. Akay²

¹ Mimar Sinan Fine Arts University, Istanbul, Turkey
² University of Istanbul, Turkey

Abstract

In mixture experiments, estimation of the parameters is generally based on Ordinary Least Squares (OLS). However, in the presence of multicollinearity and outlier, OLS can result in very poor estimates. In this case, effects due to the combined outlier-multicollinearity problem can be reduced to certain extent by using alternative approaches. One of these approaches is to use biased-robust regression techniques for the estimation of the parameters. In this paper, we suggest the use of robust ridge regression based on M-estimator in the cases where there is multicollinearity and outliers during the analysis of mixture experiments. Also, for selection of biasing parameter, we use a new graphical approach for evaluating the effect of the robust ridge regression estimator with respect to the scaled prediction variance and fraction of design space plots. The suggested graphical approaches are illustrated on hot-melt adhesive data set.
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Experiments with mixture, Robust regression, Robust Ridge Regression, Multicollinearity, Scaled prediction variance, Fraction of design space plot.
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A comparison of different parameter estimation methods in fuzzy linear regression

Birsen Eygi Erdogan and Fatih Erdovan

Marmara University, Istanbul, Turkey

Abstract

Fuzzy logic is the concept that concerns people’s thinking with imprecise statements. It is easy to work with accurate data through the classic linear regression analysis. However, it is inevitable to use fuzzy linear regression if the dependent or independent variables or the relation between them are fuzzy. The estimation of the fuzzy linear regression parameters generally are gained by two approaches. The first one includes the methods that are based on linear programming. The second one is based on the methods of the fuzzy least squares. The main object of this paper is to apply and compare the performance of the different fuzzy logic approximation methods using a real world data set (the Ataşehir district housing prices).
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On universal optimality of circular repeated measurements designs

Katarzyna Filipiak

Poznań University of Life Sciences, Poland

Abstract

Our aim is to characterize the universally optimal design among the class of circular repeated measurements designs. We show, that some circular weakly neighbor balanced designs defined by Filipiak and Markiewicz [2] for an interference model, which are uniform on periods, are universally optimal under the model of repeated measurements design. Our results correspond to the work of Magda [3] and Kunert [2].
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Constructing efficient exact designs of experiments using integer quadratic programming

Lenka Filová and Radoslav Harman

Comenius University in Bratislava, Slovakia

Abstract

We propose a method of computing exact experimental designs by integer quadratic programming. The key idea is a suitable quadratic approximation of the criterion of $D$-optimality in the neighbourhood of the approximate $D$-optimal information matrix, which we call the criterion of $Q$-optimality. We demonstrate on several examples that the $D$-efficiency of the exact $Q$-optimal designs is usually very high. An important advantage of the method is that it can be applied to situations with marginal and cost constraints on the design.
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$D$-optimal design, $Q$-optimal design, Exact design, Marginal restrictions, Cost restrictions, Integer quadratic programming.
Sensitivity analysis in mixed models

Eva Fišerová

Palacký University Olomouc, Czech Republic

Abstract

Statistical models for experiments in geodesy, biology, environmental research, etc. usually involve unknown parameters not only in a regression function but also in a covariance matrix (variance components). For measurement it is used two or more different measurement devices. Since it is not known whether precision of measurement specified in certificates is true, the variance components must be estimated, e.g. by minimum norm quadratic unbiased estimator (MINQUE) [1], [3], and plug-in estimators for the regression parameters can be used. To find statistical properties of plug-in estimators is rather difficult. In some cases the sensitivity approach can be used. If we know that the true value of the variance components is with sufficiently high probability in so-called insensitivity region, then the plug-in estimator is almost the best linear unbiased estimator [2]. Consequently, approximations of variance components can destroy the optimum quality of statistical inference, e.g. confidence and significance levels, what can also be analyzed by sensitivity approach. In the contribution the sensitivity analysis will be applied on geodetical example.

Keywords

Plug-in estimator, Insensitivity region, Variance components, MINQUE.

References

Inference in linear models with doubly exchangeable distributed errors

Miguel Fonseca¹ and Anuradha Roy²
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Abstract

We study the general linear model (GLM) with doubly exchangeable distributed error for \( m \) observed random variables. The doubly exchangeable general linear model (DEGLM) arises when the \( m \)-dimensional error vectors are "doubly exchangeable" (defined later), jointly normally distributed, which is a much weaker assumption than the independent and identically distributed error vectors as in the case of GLM or classical GLM (CGLM). We estimate the parameters in the model and also find their distributions. We show that the testings of intercept and slope are possible in DEGLM as a particular case using parametric bootstrap as well as multivariate Satterthwaite approximation.
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Doubly exchangeable covariance structure, Linear model, Parametric bootstrap, Multivariate Satterthwaite approximation.
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Latin hypercube designs and block-circulant matrices

Stelios D. Georgiou

University of the Aegean, Samos, Greece

Abstract

Computer simulations are usually needed to study a complex physical process. In this paper, some procedures for constructing orthogonal block-circulant Latin hypercube designs are proposed. The basic concept of these methods is to use vectors with a constant periodic autocorrelation function to obtain suitable block-circulant Latin hypercube designs. Using this method one is able to construct orthogonal and near-orthogonal Latin hypercube designs with favorable properties. Orthogonal Latin hypercube designs (OLHDs) with fixed number of factors and flexible run sizes can be constructed using a slightly modified technique. Some new multiplication structures and constructions are also provided. For example, it is shown how one may obtain orthogonal Latin hypercube designs with \((runs, factors) = (2\ell + s, m\ell)\), for \(\ell = 12, 16, 20, 24\) and \(s = 0, 1\) by using an \(OLHD(n, m)\). The properties of the generated designs are further investigated and a brief comparison with known designs is given.
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\textbf{Q}_B\text{-optimal saturated two-level main effects designs}

\textbf{Steven Gilmour}¹ and Pi-Wen Tsai²
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² National Taiwan Normal University, Taiwan

\textbf{Abstract}

We provide a general framework that incorporates experimenters’ prior beliefs into the design selection process for the study of saturated two-level main effects designs, which are commonly used for screening experiments. We show that under the sets of priors with more weights on models of small size, \( p \)-efficient designs should be recommended; when models with more parameters are of interest, \( D \)-optimal designs would be better. Also, we present new classes designs which can be found between these two designs under different sets of priors. The way in which the choice of designs depends on experimenters’ prior beliefs will be demonstrated for the cases when \( N \equiv 2 \mod 4 \). Some constructions using conference matrices will also be discussed.
A comparison of logit and probit models for a binary response variable via a new way of data generalization

Özge Akkuş¹, Atilla Göktas¹, and Selen Çakmakyapan²

¹ Muğla University, Turkey
² Istanbul Medeniyet University, Turkey

Abstract

Logit and probit models are two members of generalized linear models family that are widely used especially when the dependent variable is observed to be binary. The properties that make a difference for these two models for the same data set are resulted from the assumptions they use and their mathematical functions. There is no study specifying a certain judgment on the preference of these models to make a decision which model is better in what condition. In this study, a new data generalization technique has been proposed for the simulation study conducted to make a comparison of the model fits to binary logit and probit models for the generated data set under certain conditions to reach an end to which condition is better.

In the process of the simulation study, a dependent and explanatory variables are generated from multivariate normal distribution which is very much different from the ordinary generating procedure. As is already known, this procedure uses the information of the interested model itself. Hence the generation of this type would always be in favor of the interested model not the alternative and there would be no sense to make a comparison from such data generalization. In the proposed generating process since the generated dependent variable is always continuous, it should be classified as binary to make the dataset usable for logit and probit models. After fitting logit and probit models to the generated data sets, goodness-of-fit-test results related to both models, residuals, deviances and some pseudo $R^2$'s used for binary dependent variables have been obtained to make significant comparisons. These procedures have been performed for two different cut points used to classify response variables, three different relationship levels among variables (high, medium, none) and five different sample sizes. For each cut point, relationship level and sample size the simulation has been replicated for a thousand time. Since the obtained estimated probabilities from both models are considerably close, it is found that there has been no statistically significant difference among most pseudo $R^2$'s. However, when the residuals are taken into account, probit model has a priority to be used for a sample size that is less than 200, whereas the Logit model is superior for a sample
size that is greater than 200. Another remarkable finding is that the different cut-off levels and relationship have not any effect on the choice of the model.
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First and second derivative in time series classification using DTW

Tomasz Górecki$^1$ and Maciej Łuczak$^2$
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Abstract

In our previous work [2] we developed some new distance function based on a derivative and showed that our algorithm is efficient. In contrast to well-known measures from the literature, our approach considers the general shape of a time series rather than point-to-point function comparison. The new distance was used in classification with the nearest neighbor rule. Now, we improve on our previous technique adding second derivative. In order to provide a comprehensive comparison, we conducted a set of experiments, testing effectiveness on 20 time series data sets from a wide variety of application domains. Our experiments show that our method provides a significant higher quality of classification.
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A study on the equivalence of BLUEs under a general linear model and its transformed models

Nesrin Güler

Abstract

The general linear model $\mathcal{A} = \{y, X\beta, \sigma^2 V\}$ known as full model and its transformed model $T = \{Fy, FX\beta, \sigma^2 FF'\}$ are considered. The expression for the difference between the best linear unbiased estimator (BLUE) of $FX\beta$ under the full model and its BLUE under the transformed model is given. The necessary and sufficient conditions between the equality of BLUEs of $FX\beta$ are obtained under the full and transformed models. Furthermore, some results are given for the special choices of the transformation matrix $F$. The results obtained in this study are based on a generalized inverse of a symmetric matrix which is obtained from the Pandora’s Box equation called by [10].

Keywords

BLUE, General linear model, Transformed models, Sub-sample models, Reduced models.

References


Improved estimation of the mean by using coefficient of variation as a prior information in ranked set sampling
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Abstract

Estimation of population parameters is considered by several statisticians when additional information such as coefficient of variation, kurtosis or skewness is known. This estimation technique is called improved estimation. Sears (1964), Khan (1968) and Arnholt and Hebert (1995) utilized the known coefficient of variation on improved estimating the population mean. RSS, which has been developed by McIntyre (1952), is a sampling procedure that can be viewed as a generalization of the simple random sample (SRS). This method is applied for situations in which measuring a variable is costly or difficult, but where ranking in small subsets is easy. As it was proved by McIntyre, mean of this sample is an unbiased estimator of the population mean. Additionally, it is well-known that population parameters can be estimated more efficiently using a RSS as opposed to a SRS. This paper is concerned with the improved estimation of the population mean by using coefficient of variation as a prior information in ranked set sampling (RSS). Compare it with the estimator of the mean in RSS, the estimator of the mean in Simple Random Sampling (SRS) and improved estimator of the mean in Simple Random Sampling (SRS) in the sense of Mean Square Errors (MSE). It is observed that the proposed RSS estimator is more efficient than others.
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Simulation study on improved Shapiro-Wilk test of normality

Zofia Hanusz and Joanna Tarasińska
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Abstract

The $W$ statistic proposed by Shapiro and Wilk ([2]) is frequently used for testing of the univariate and multivariate normality. However, the table of coefficients in the $W$ statistic, its critical values and also constants in Johnson’s $S_B$ transformation to normal distribution ([3]), are not correct. Royston ([1]) gave an approximation for coefficients in the $W$ statistic and use them to evaluate proper critical values of the Shapiro-Wilk test. In the paper, we determine new constants for the $W$ statistic and Johnson’s $S_B$ transformation. Empirical significant levels of the improved Shapiro-Wilk test and the power against chosen alternatives are evaluated via simulation study.
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Equivalence of linear models under changes to
data, design matrix, or covariance structure
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Abstract

For the mixed linear model, there is a collection of results giving conditions under which fixed parameter estimates, and/or random parameter predictors remain unchanged. Some of these results were initially developed for models with only fixed parameters, others include situations where at least some parameters are random. These equivalence results cover a range of situations - the covariance structure of error processes, design matrices, and even data may be altered. Covariance structure changes have a broad range, from conditions under which ordinary least squares estimates (OLSE) are best linear unbiased estimates (BLUE) ([9], [2]), to conditions for two sets of BLUEs and/or two sets of BLUPs to be equivalent ([10], [11], [1], [6], [7]). Changes in design structure link to adding or deleting regressors or parameters ([5]). Data changes are related to data cloning techniques ([3]), and to adding new observations ([8], [4]). These types of model modification will be discussed and various possible applications will be outlined.
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Nonnegativity of eigenvalues of sum of diagonalizable matrices
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Abstract

Properties of eigenvalues of matrices used in statistical analysis provide an important base in the description of statistical properties within analyzed problem, see e.g., [1] and [2]. The paper extends some characterizations of diagonalizable matrices whose sum has nonnegative eigenvalues. In the paper there are presented some general comments as well as examples of matrices from specific subsets.
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Modeling multiple time series data using wavelet-based support vector regression

Deniz İnan and Birsen Eygi Erdogan

Marmara University, Istanbul Turkey

Abstract

In recent years, support Vector Regression (SVR) has been applied in various fields such as financial time series prediction and engineering applications. Different from the classical regression approach, SVR attempts to minimize the generalization error bound instead of minimizing the observed training error. This paper deals with the application of wavelet-based support vector regression (WSVR) on multiple time series data. WSVR is the straightforward extension from linear regression to nonlinear regression using the wavelet kernel. The main objective of this paper is to examine the feasibility of WSVR in time series forecasting by comparing it with generalized least squares (GLS) approach.
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Simultaneous fixed and random effect selection in finite mixture of linear mixed-effect models
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Abstract

Linear mixed-effects (LME) models are frequently employed for modeling longitudinal data. One complicating factor in the analysis of such data is that samples are sometimes obtained from a population with significant underlying heterogeneity, which would be hard to capture by a single LME model. Such problems may be addressed by a finite mixture of linear mixed-effects (FMLME) models, which segments the population into subpopulations and models each subpopulation by a distinct LME model. Often in the initial stage of a study, a large number of covariates are introduced. However, their associations to the response variable vary from one component to another of the FMLME model. To enhance predictability and to obtain a parsimonious model, it is of great practical interest to identify the important effects, both fixed and random, in the model. Traditional variable selection techniques such as stepwise deletion and subset selection are computationally expensive as the number of covariates and components in the mixture model increases. In this article, we introduce a new penalized likelihood approach for simultaneous selection of fixed and random effects in FMLME models. We also propose a nested EM algorithm for efficient numerical computations. The estimators are shown to possess consistency and sparsity properties and asymptotic normality. We illustrate the performance of our method through simulations and a real data example.
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Estimators of serial covariance parameters in multivariate linear models
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Abstract

The basic model we consider is the multivariate linear model with serial correlation structure:

\[ Y = XB + e, \quad \text{vec}(e) \sim N(0, \Sigma \otimes I_n), \quad \Sigma = \sigma^2 \rho^{|i-j|}. \]

Here \( Y_{n \times p} \) is a matrix of independent \( p \)-variate observations, \( X_{n \times m} \) is a design matrix and \( e_{n \times p} \) is a matrix of random errors. As for the unknown parameters, \( B_{m \times r} \) is an location parameters matrix, and \( \sigma^2, \rho \) are (scalar) covariance parameters.

Our aim is to estimate the unknown parameters of matrix \( \Sigma \). We propose a method for obtaining explicit estimators of both \( \sigma^2 \) and \( \rho \) and we discuss some properties of the derived estimators.
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Robust monitoring of multivariate data stream
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Abstract

A data stream could be defined as a continuous sequence of ordered observations of indeterminate length. Because the data are arriving continuously and there is no known end to it, the classical approach of reading in all data and then processing them is not feasible. Data stream carry signals that appear randomly, are irregularly spaced and the time duration between successive signals is not deterministic but random. Additionally, data streams generally are generated by multivariate non-stationary models of unknown form.

In this paper we present three approaches to robust analysis of multivariate economic data streams. We use the information-theoretic approach proposed by [1] based on the relative Kullback-Leibler entropy and bootstrapping to extract possible changes and Kulldorff’s spatial scan statistics to identify regions where large changes have occurred. Second approach is a modification of a concept of a statistical coherence (frequency domain approach) for regression analysis of time series. It is shown how spectral coherence can be used to examine the relation between two signals and to detect the change in these relationship. Our proposal is to estimate spectral coherence using robust version of Welch approach. In our third proposition appealing to a data depth concept we use multivariate Wilcoxon statistic and robust semi-parametric regression to monitor linear relationship between multivariate data stream components.
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The Moran coefficient for non-normal data: revisited with some extensions
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Abstract

The distributional properties of the Moran coefficient index (MC) measuring spatial autocorrelation were investigated by many authors, see e.g. [1]. The properties of MC for non-normal random variables were analysed by Griffith in [2]. The general idea of that paper was to extend Pitman-Koopmans theorem for the mean and the variance of this index. The principal conclusion was that under independence assumption and big enough sample size the Pitman-Koopmans theorem results can be extended to some non-normal random variables. The independence and identically distributed property reduced the necessary sample size for this extension, as did the properties of symmetry and normal approximation.

In the paper we continue the analysis performing simulations for randomly generated variables for the following distributions: beta, gamma, hypergeometric, inverse hypergeometric, log-normal, exponential, negative binomial, and t Student, as well as their mixtures and using Box-Cox power transformation.
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Optimal designs for the Michaelis Menten model with correlated observations
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Abstract

In this paper we investigate the problem of designing experiments for weighted least squares analysis in the Michaelis Menten model. We study the structure of exact $D$-optimal designs in a model with an autoregressive error structure. Explicit results for locally $D$-optimal are derived for the case where 2 observations can be taken per subject. Additionally standardized maximin $D$-optimal designs are obtained in this case. The results illustrate the enormous difficulties to find exact optimal designs explicitly for nonlinear regression models with correlated observations.
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Autoregressive errors, Michaelis Menten model, Exact designs, Locally $D$-optimal designs, Standardized maximin optimal design.
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A new Liu-Type Estimator
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Abstract

Ridge regression (RR) and Liu estimators, which include single biasing parameter, specially depend on ordinary least squares (OLS) estimator. Due to the effects of multicollinearity on the OLS estimator, it have recently been proposed biased estimators include the two biasing parameter. Estimating biasing parameters of estimators include two biasing parameters are usually based on the methods proposed to Ridge and Liu estimators. But, very complicated equations may occur, when these methods are applied to estimators proposed. In this paper, we introduce a general new Liu-type estimator includes estimators with two biasing parameters as special cases. Also, necessary and sufficient conditions according to the mean squared error matrix criterion are derived, to show the superiority of the new estimator over the OLS, RR, Liu estimator, and the other estimators which include two biasing parameters. Lastly, the superiority to other estimators of the new Liu-type estimator is illustrated both theoretically and graphically on dataset Portland cement is widely used in the literature.
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Analysis of an experiment in a generally balanced nested block design

Agnieszka Łacka

Poznań University of Life Sciences, Poland

Abstract

The aim of the study is to present practical aspects related to the analysis of an experiment carried out in a nested block design. The considered experimental design is characterized by the orthogonal block structure and has the property of general balance. Analysis of the experiment was based on the theorem presented by prof. Tadeusz Caliński in his paper: "On combining information in a generally balanced nested block design" and includes both stratum analysis based on basic contrasts and combined analysis allowing for combining data from a number of strata. The experiment data used in the presented example originate from the experiment concerning evaluation of efficiency of some chemical substances in various concentrations in reduction of plant damages caused by slugs, *A. Lusitanicus*, and studying their influence on behavioral and physiological reactions of these slugs. The calculations were made with the use of the R platform.

Keywords

Nested block design, Stratum analysis, Combining information.
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On inverse prediction in mixed models

Lynn R. LaMotte

LSUHSC School of Public Health, New Orleans, USA

Abstract

This talk will present a general approach to inverse prediction in the context of mixed models. Given training data on $Y$ at $x$ and covariates $z$, and a mystery specimen with $Y = y^*$ and $Z = z^*$, the objective is to construct a confidence set on the subject’s unknown $x^*$. Simulation results will be presented for three different settings: (1) heteroscedastic linear regression, (2) classification, in which $x$ is categorical, and (3) categorical response $Y$.

Keywords

Multivariate calibration, Categorical response.
Getting the "correct" answer from survey responses: an application of regression mixture models

Nicholas Fisher¹ and Alan Lee²

¹ University of Sydney, Australia
² University of Auckland, New Zealand

Abstract

This talk addresses a problem that can arise in surveys, in which some respondents misinterpret the rating method and so assign high ratings when they intended to assign low ratings, and vice versa. We present a method, based on fitting regression mixture models, that allows these misinterpretations to be corrected with high probability, and more meaningful conclusions drawn. The method is illustrated with data from a community value survey.

Keywords

Community Value Survey, Missing data, EM algorithm, Regression mixture.
Variance components estimability in multilevel models with block circular symmetric covariance structure

Yuli Liang\textsuperscript{1}, Tatjana von Rosen\textsuperscript{1},
and Dietrich von Rosen\textsuperscript{2,3}

\textsuperscript{1} Stockholm University, Sweden
\textsuperscript{2} Swedish University of Agricultural Sciences, Uppsala, Sweden
\textsuperscript{3} Linköping University, Sweden

Abstract

The multilevel model with the block circular symmetric covariance structure is considered. We established the spectral properties of this patterned covariance matrix. It has been shown that the explicit maximum likelihood estimators (MLEs) of variance-covariance components do not exist in this model, unless we put restrictions on the parameter space.

It is shown that by putting restrictions on the spectrum of the block circular covariance matrices, some natural reparameterization conditions (e.g. sum-to-zero) are derived. Sufficient conditions of obtaining explicit estimators for variance-covariance components are presented. Different restricted models are discussed in order to obtain explicit estimators, get interpretable model reparameterizations and keep invariant properties of the block circular symmetric covariance structure.

In the class of restricted models, it gives us the flexibility to choose the reasonable constraints among them according to different data, which is quite advantageous.

Keywords

Circular block symmetry, restricted model, explicit maximum likelihood estimator, variance components.
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Model averaging via penalized least squares in linear regression

Antti Liski\textsuperscript{1} and Erkki P. Liski\textsuperscript{2}

\textsuperscript{1} Tampere University of Technology, Finland
\textsuperscript{2} University of Tampere, Finland

Abstract

We consider parameter estimation under model uncertainty by averaging across least squares estimates obtained from a set of models. Existing model averaging methods usually require estimation of a single weight for each candidate model. However, in applications the number of candidate models may be huge. Then the approach based on estimation of single weights becomes computationally infeasible. Utilizing a connection between shrinkage estimation and model weighting we present an accurate and computationally efficient model averaging estimation method. The performance of our estimators is displayed in simulation experiments which utilize a realistic set up based on real data.

Keywords

Shrinkage estimation, Model selection, Mean square error, Efficiency bound, Simulation experiment.
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Optimality of neighbor designs

Augustyn Markiewicz
Poznań University of Life Sciences, Poland

Abstract

The concept of neighbor designs was introduced and defined in [5] along with some methods of their construction. Henceforth, many methods of construction of neighbor designs as well as of their generalizations are available in the literature; cf. [3] and [4]. However, there are only few results on their statistical properties. Therefore, the aim of the talk is to give an overview of study on their optimality. It will include recent results on optimality of some neighbor designs under various linear models; cf. [1] and [2].

Keywords

Neighbor design, Circular block design, Universal optimality, Interference model.
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About the evolution of the genomic diversity in a population reproducing through partial asexuality

Solenne Stoecckel and Jean-Pierre Masson

INRA BIO3P Rennes, France

Abstract

Reproductive systems define how the genetic diversity is transmitted through generations and thus highly constraint the genetic evolution of species. Many species of relevant interests for human activities and ecosystems can reproduce both through sexual or asexual events during their life. Despite their widespread interests, we have few tools to predict the evolution of the genetic diversity within those partially asexual species. Moreover, the scarce previous models propose contradictory or unclear results. We thus formalized the exact probabilities of evolving genotypic states through generations using transition probabilities as function of the rate of asexuality and embedded them within a Markov chain. The model takes into account for mutation and drift forces, giving the opportunity to assess the distributions of any expected genetic index at a locus that did not experiment selection. Such model computation relies on fat matrices because of the number of genotypic states. We used massive parallelized algorithm to compute them. It provided unseen results, enabled precise predictions and clarified some controversial biological points.

Keywords

Markov chain, Rate of clonality, Mutation, Genetic drift, Matrix calculus, Maximum likelihood.
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A sequential generalized DKL-optimum design for model selection and parameter estimation in non-linear nested models

Caterina May$^1$ and Chiara Tommasi$^2$

$^1$ University of Eastern Piedmont, Novara, Italy
$^2$ University of Milan, Italy

Abstract

A sequential procedure is proposed to select the best model among several nested non-linear models and to estimate efficiently the parameters of the chosen model. The procedure is based on an adaptive generalized DKL-optimum design, which is optimal for the double goal of model selection and parameter estimation. The proposed sequential scheme selects the best non-linear model with probability converging to one; moreover it estimates efficiently its parameters, since the adaptive sequential DKL-optimum designs converge to the D-optimum design for the "true" model. These results are proved by means of asymptotic theory arguments for argmin of convex random functions.

Keywords

DKL-optimality, Sequential design of experiments, Stochastic convergence, Semi-continuity, Argmin processes, Convexity.
Two-stage optimal designs in nonlinear mixed effect models: application to pharmacokinetics in children

Cyrielle Dumont\textsuperscript{1,2}, Marylore Chenel\textsuperscript{2}, and France Mentré\textsuperscript{1}

1 University Paris Diderot, Paris, France
2 Institut de Recherches Internationales Servier, Suresnes, France

Abstract

Nonlinear mixed effect models (NLMEM) are used in pharmacometrics to analyse longitudinal data through models. Approaches based on the Fisher information matrix ($M_F$) can be used to optimise the design of these studies. A first-order linearization of the model was proposed to evaluate $M_F$ for these models \cite{7} and is implemented in the R function PFIM \cite{1}. Local optimal design needs some \textit{a priori} values of the parameters which might be difficult to guess. Adaptive designs are useful to provide some flexibility and were applied in pharmacometrics \cite{6,9}. However, two articles in other contexts \cite{2,5} discussed that two-stage designs could be more efficient than fully adaptive designs. Moreover, two-stage designs are easier to implement in clinical practice. We implemented in a working version of PFIM the optimisation of the determinant of $M_F$ for two-stage designs in NLMEM. We evaluated the approach by simulation. The example concerns a drug in development for which a pharmacokinetic study in children is needed and will be analysed through NLMEM as recommended \cite{4,8}. For the first stage, parameters were estimated using predictions from pharmaco-chemical properties of the drug \cite{3}. We evaluated one and two-stage designs assuming that some parameter(s) is (are) different than the initial one(s). We evaluated the impact of the size of each cohort on the precision of population parameters estimation.

Keywords

Adaptive design, Design optimisation, Fisher information matrix, Nonlinear mixed effect models, PFIM, Population pharmacokinetics.
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On admissibility of decision rules derived from submodels in two variance components model

Andrzej Michalski

Wroclaw University of Environmental and Life Sciences, Poland

Abstract

The statistical inference on model parameters (e.g. for models ANOVA) is often conducted through the combined analysis using the information from independent submodels obtained by orthogonal decomposition of the observed vector ([7], [6], [1]). The statistical decision rules obtained in this way are uniquely given and have under corresponding submodels the desirable statistical properties (e.g. inter- and intra-block estimators of variance components for a mixed linear model corresponding to a randomized block design). Only, in special cases (see [2]), estimation and testing under the overall randomization model are relevant. Generally, the estimators of variance components derived from submodels are inadmissible in the class of all invariant quadratic unbiased estimators (e.g. estimator of variance of block effects, see [4]). In reference to tests concerning variance components the ratio tests allowing the information from different submodels (strata) have a structure of Wald’s test and generally are admissible, although the tests have weak statistical properties (cf. [6], where author shows how to recover the intra-block information to improve tests of hypotheses concerning inter-block parameters, see also [5]). In this article author presents a subclass of admissible bayesian invariant quadratic unbiased estimators (cf. [3]) which uniformly dominate the unbiased inter-block estimator of the variance of block effects proposed by Caliński and Kageyama in 1991. It will be illustrated by numerical examples for some connected and disconnected orthogonal block designs. Besides, author gives some results concerning admissibility of biased bayesian quadratic estimators of inter-block variance component in mixed linear model with two variance components corresponding to block designs.

Keywords

Admissibility, Block designs, Variance components, Inter- and intra-block estimators, Invariant quadratic unbiased bayesian estimators, Testing of hypotheses.
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Weighting, model transformation, and design optimality

John P. Morgan and J. W. Stallings
Virginia Polytechnic Institute and State University, Blacksburg, Virginia, United States

Abstract

Traditional design optimality criteria place equal emphasis on estimable functions of model parameters. Use of weighted criteria allows experiments to be designed so to place increased emphasis on estimation of those functions of the parameters that are of greater interest. Here design weighting is investigated for the linear model \( y = A_d \tau + L\beta + e \) in which \( A_d \) (whose column space contains the all-one vector) is the design matrix to be selected, the parameters of interest are \( \tau \), the matrix \( L \) is fixed by the experimental setup, and \( \beta \) is comprised of nuisance parameters including an intercept. If \( C_d \) is the information matrix for estimation of \( \tau \), then \( C_dW = W^{-1/2}C_dW^{-1/2} \) is a weighted information matrix that for any conventional criterion \( \Phi \) induces a weighted criterion \( \Phi_W \) via \( \Phi_W(C_d) = \Phi(C_{dW}) \). The weight matrix \( W \) can be any symmetric, positive definite matrix. Among the results established are: (i) for any desired assignment of (positive) weights to any full rank set of linearly independent, estimable functions of \( \tau \) there is a corresponding weight matrix \( W \); (ii) every admissible design is weighted E-optimal with respect to some weighting; (iii) optimal design for a reparameterized model is equivalent to weighted optimality for the original model. Result (iii) demonstrates, for instance, why orthogonal arrays need not be optimal fractions under a baseline parametrization (see [2]). Families of weight matrices \( W \) are explored according to features they encompass. Among these families are the diagonal weight matrices employed in [1].

Keywords
Design admissibility, Design optimality, Weighted optimality criterion.
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Eigenvalue estimation of covariance matrices of large dimensional data

Jamal Najim¹, Jianfeng Yao¹, Abla Kammoun¹,
Romain Couillet², and Mérouane Debbah²

¹ Télécom ParisTech and CNRS, Paris, France
² Supélec, Gif-sur-Yvette, France

Abstract

In many recent applications, one has to face high-dimensional datasets, where the number of available samples is of the same order as the dimension of each observation (although usually larger).

In this presentation, we shall address the problem of estimating the covariance matrix associated to such a dataset. Of course, in such a case, the traditional empirical estimator of the covariance matrix fails to be consistent and we shall rely on techniques based on large random matrix theory. We will present results associated to parametrized covariance matrices, where the number of distinct eigenvalues is known. We will also present estimation results of specific linear statistics. The main motivations come from wireless communication issues and will be briefly presented if time permits.

Keywords

Estimation, Large random matrix, Wireless communication applications.
Change-point detection in two-phase regression with inequality constraints

Konrad Nosek

AGH University of Science and Technology, Cracow, Poland

Abstract

Two-phase regression models with inequality constraints on the regression parameters and with a small number of measurements are considered. Tests for the presence of a change-point are constructed. The tests procedure are based on the likelihood ratio in a linear model with inequality constraints. Numerical approximations to the powers against various alternatives are given and compared with the powers of the likelihood ratio tests in the two-phase regression models without inequality constraints and with the powers of some other tests.

Keywords

Change-point, Two-phase regression, Linear regression model with inequality constraints, Likelihood ratio test.
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Tests for profile analysis based on two-step monotone missing data

Mizuki Onozawa, Sho Takahashi, and Takashi Seo
Tokyo University of Science, Japan

Abstract

We consider profile analysis when the data has two-step monotone missing observations. For two-sample profile analysis, there are three hypotheses of interest in comparing the profiles of two samples: two profiles are parallel, two profiles are same level, and two profiles are flat. The $T^2$-type statistics and their asymptotic null distributions for the three hypotheses are given. We propose the approximate upper percentiles of these test statistics. When the data dose not have the missing observations, the test statistics reduce to the usual test statistics given, for example, in Morrison ([1]). Further, we consider a parallel profile model for several groups when the data has two-step monotone missing observations. Under the assumption of non-missing data, the likelihood ratio test procedure are derived by Srivastava ([2]). We derive the test statistic based on the likelihood ratio. Finally the accuracy of the approximate values are investigated by Monte Carlo simulation for some selected values of parameters.

Keywords

Profile analysis, Two-step monotone missing data.
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Considerations on sampling, precision and speed of robust regression estimators

Domenico Perrotta\textsuperscript{1}, Marco Riani\textsuperscript{2}, and Francesca Torti\textsuperscript{3}

\textsuperscript{1} European Commission, Joint Research Centre, Ispra, Italy
\textsuperscript{2} University of Parma, Italy
\textsuperscript{3} University of Milan Bicocca, Milan, Italy

Abstract

Methods of very robust regression, which resist up to 50\% of outliers, spend a large part of the computational time in sampling subsets of observations and then computing parameter estimates from the subsets. The precision of the estimates depends on the amount of sampling, as we have to find solutions of non-smooth functions with lot of local minima. For example, Least Trimmed Squares (LTS) estimators try to minimize the sum of the $h$ smallest squared residuals, where $h$ is typically $(n - p + 1)/2$ and the amount of sampling may vary from one to three thousands of subsets depending on the problem size (see e.g. \cite{Rousseeuw1997}). To address large datasets, say with $1000 < n < 100.000$ units and $p = 10$ variables, \cite{Rousseeuw2006} proposed a fast algorithm that can use fewer subsets, but applies c-steps to get approximations with lower objective function value. Moreover, to reduce for large datasets the applications of c-steps, which are $O(n)$, a divide and conquer strategy that partitions the dataset in smaller blocks of 300 observations is used. We will show how Least Trimmed Squares (LTS) estimators can be made faster with an improved combinatorial sampling approach \cite{Torti2012}. Then, we will illustrate the effect of increasing the amount of sampling on the precision of the estimates obtained with the traditional and fast LTS strategies.

Keywords

Least Trimmed Squares, Efficient random samples generation.
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Asymptotic spectral analysis of matrix quadratic forms

Jolanta Pielaszkiewicz

Linköping University, Sweden

Abstract

The asymptotic spectral distribution of a sum of matrix quadratic forms

\[ Q = AA' + \sum_{i=1}^{k} \frac{1}{n} X_i X_i', \]

where \( A \) is non-random and \( X \sim N_{p,n}(0, \Sigma, \Psi) \), \( p \) and \( n \) are, respectively, the number of variables and observations, and \( \frac{p}{n} \to c > 0 \) will be discussed. Early results of Marchenko and Pastur will be related to theorems of Girko and von Rosen ([2]), and Silverstein and Bai ([3]). Then, after a short introduction to free-probability theory and justification of free-independence of the quadratic forms, results regarding the use of the R-transform for asymptotic spectral analysis of \( Q \) will be presented.

Keywords
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Optimal designs for prediction of individual effects in random coefficient regression models

Maryna Prus and Rainer Schwabe
Otto-von-Guericke University, Magdeburg, Germany

Abstract

In the last years random coefficient regression models have become popular in many application fields, especially in biosciences. Besides the estimation of population parameters describing the mean behavior across all individuals a prediction of the individual response or the individual deviations for the specific individuals under investigation may be of interest, the latter for example in selection studies.

For the determination of optimal designs for estimating the population parameters some analytical and practical results may be found in the literature. Concerning prediction of the individual responses the theory developed by Gladitz and Pilz [1] for optimal designs requires the prior knowledge of the population parameters.

We develop the theory and solutions for prediction of individual response and individual deviations for the practical relevant situation of unknown population parameters. While the optimal designs for individual response will differ from the Bayesian designs proposed by Gladitz and Pilz [1], the Bayesian designs turn out to remain their optimality, if only the individual deviations are of interest, as long as all individuals are treated under the same regime. The obtained theoretical results will be illustrated by a simple example.

Keywords

Individual designs, Prediction, Individual parameters, Random coefficient regression models, Linear mixed models.
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Oh, still crazy after all these years?

Simo Puntanen

University of Tampere, Finland

Abstract

Yeah, I think so.

Keywords

From linear to multilinear models

Dietrich von Rosen
Swedish University of Agricultural Sciences and Linköping University, Sweden

Abstract
The presentation is based on a number of figures illustrating appropriate linear spaces. The start is the classical Gauss-Markov model from where we jump into the multivariate world, i.e. MANOVA. The next stop will be the Growth Curve model and then a quick exposure of extended growth curves will take place. The tour is ended with some comments on multilinear models.

Keywords
Multilinear models, Growth Curve models, Extended Growth Curve models.
Classification of higher-order data with separable covariance and structured multiplicative or additive mean models

Anuradha Roy\textsuperscript{1} and Ricardo Leiva\textsuperscript{2}

\textsuperscript{1} The University of Texas at San Antonio, USA
\textsuperscript{2} National University of Cuyo, Mendoza, Argentina

Abstract

Although devised in 1936 by Fisher [1], discriminant analysis is still rapidly evolving, as the complexity of contemporary data sets grows exponentially. Our classification rules explore these complexities by modeling various correlations in higher order data. Moreover, our classification rules are suitable to data sets where the number of response variables is comparable or larger than the number of observations. We assume that the higher-order observations have a separable covariance matrix and two different Kronecker product structures on the mean vector ([2], [3]). In this article we consider quadratic discrimination among $g$ different populations where each individual has $\kappa$th order ($\kappa \geq 2$) measurements.

Keywords

Higher-order data, Separable covariance structure, Structures on mean vector.
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Multilevel linear mixed model for the analysis of longitudinal studies

Masoud Salehi¹ and Farid Zayeri²

¹ Tehran University of Medical Science, Iran
² Shahid Beheshti University of Medical Science, Tehran, Iran

Abstract

The use of longitudinal studies (studies in which the response of each individual is observed on two or more occasions) has been considered a lot over the last decades. Longitudinal studies beyond the cross-sectional studies in several ways: longitudinal study gives the opportunity for controlled and more reliable measurement of exposure history. Also longitudinal study gives information about individual change over time and factors that affected this change. Finally, this study provides more efficient estimates of parameters than cross-sectional study with the same number of individuals. A number of methods and statistical models on the analysis of hierarchical and longitudinal data have used in most researches, including traditional approaches such as repeated measurements analysis and multivariate analysis of variance. But new approaches, including multilevel linear mixed models, also known as hierarchical linear models, random coefficient models, and mixed-effect models, have become an increasingly important strategy for analyzing longitudinal data.

The observations within an individual are assumed to be correlated in such data and multilevel linear mixed models include the subject-specific profile in the model structure, therefore, these models should be well suited to describe longitudinal data. Recently, multilevel linear mixed models have applied in a few medical literatures, while this field has the potential and possibilities of these models. In this paper we introduce multilevel linear mixed model for the analysis of longitudinal data and interpretation of the parameters of the model at each level. As an example, the data from a sample of dental composites will analyze using SAS PROC MIXED.

Keywords

Multilevel linear mixed model, longitudinal study, dental composites.
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On the Errors-In-Variables Model with singular covariance matrices

Burkhard Schaffrin\textsuperscript{1}, Kyle Snow\textsuperscript{1,2}, and Frank Neitzel\textsuperscript{1,3}

\textsuperscript{1} The Ohio State University, Columbus, USA
\textsuperscript{2} Topcon Positioning Systems, Inc., Columbus, USA
\textsuperscript{3} Berlin Institute of Technology, Germany

Abstract

Over the last few years, Total Least-Squares (TLS) estimation within Errors-In-Variables (EIV) Models has been extended not only to the case of element-wise weighted observations (corresponding to diagonal weight matrices), but also – and more importantly – to the case of arbitrary positive-definite weight matrices (defined as inverse covariance matrices), in which case "Mahboub's algorithm" provides the Weighted TLS Solution after a few iterations. Yet, the case of an EIV-Model with singular covariance matrices has not been considered in much detail, although unique TLS solutions may exist that take the (uninvertible) covariance matrices into proper account. Here, a generalization of "Mahboub's algorithm" will be developed for this purpose, followed by its application to a typical geodetic example (such as the 2-D Helmert transformation).

Keywords

Errors-In-Variables (EIV) Models, Total Least-Squares (TLS), Singular covariance matrices, 2-D coordinate transformations.
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Fitting Generalized Linear Models to sample survey data

Alastair Scott and Thomas Lumley

University of Auckland, New Zealand

Abstract

Data from large complex surveys like NHANES are being used increasingly to build regression models. To give some idea of the extent of this, a call to Google Scholar comes up with more than 30,000 papers containing both "NHANES" and "regression model". Unfortunately complexities such as variable selection probabilities and multi-stage sampling mean that the assumptions underlying standard statistical methods for model-building are not even approximately valid for survey data. The problem of parameter estimation has been largely solved through the use of weighted estimating equations, and software for fitting GLMs to survey data is now available in most major statistical packages. The big gap in the output from these packages is an analogue of the deviance and related quantities like AIC. It turns out to be straightforward to extend the results in Rao & Scott (1984) for loglinear models in contingency tables to arbitrary GLMs. We show that the asymptotic distribution of the log-likelihood ratio is a linear combination of chi-squared random variables whose coefficients are eigenvalues of a matrix product that does not involve the inverse of the estimated covariance matrix. We then use results from Scott & Styan (1985) to obtain usable approximations to this asymptotic distribution using only information that is routinely available in large public-release surveys.
An illustrated introduction to Euler and Fitting factorizations and Anderson graphs for classic magic matrices

Miguel A. Amela\textsuperscript{1}, Ka Lok Chu\textsuperscript{2}, Amir Memartoluie\textsuperscript{3},
George P. H. Styan\textsuperscript{4}, and Götz Trenkler\textsuperscript{5}

\textsuperscript{1} General Pico, Argentina
\textsuperscript{2} Dawson College, Montreal, Canada
\textsuperscript{3} University of Waterloo, Canada
\textsuperscript{4} McGill University, Montreal, Canada
\textsuperscript{5} Dortmund University of Technology, Germany

Abstract

We build on results [8] about Euler factorizations of magic matrices presented at the LINSTAT'2008 Conference in celebration of Tadeusz Cański’s 80th Birthday. Our classic magic matrices are $n \times n$ with entries $0, 1, \ldots, n^2 - 1$ in some order. These matrices are fully-magic in that the numbers in all rows, columns, and the two main diagonals all add up to the same magic sum. The $4 \times 4$ classic magic matrix $M$ has Euler factorization $M = 4L_1 + L_2$, where the first Euler component matrix $L_1 = \left[ \frac{1}{4}M \right]$ is the $4 \times 4$ matrix with entries which are the integer parts of entries in $\frac{1}{4}M$. We also build on seminal results [5] by Friedrich Fitting (1862–1945) and his son Hans Fitting (1906–1938) about the factorization $M = 8B_1 + 4B_2 + 2B_3 + B_4$, where the binary Fitting component matrices $B_1 = \left[ \frac{1}{8}M \right]$, $B_2 = \left[ \frac{1}{4}M - 2B_1 \right]$ and $B_3 = \left[ \frac{1}{2}M - 4B_1 - 2B_2 \right]$.

We believe that the proof that there are precisely 880 essentially distinct classic $4 \times 4$ fully-magic squares was first given by Fitting [5], though in [6] Bernard Frénicle de Bessy (c. 1605–1675) enumerated and classified these 880 matrices over 200 years earlier. Fitting [5] also showed that precisely 528 of these 880 have all four binary component matrices $B_1, B_2, B_3, B_4$ fully-magic, while very recently Amela [1] and Setsuda [7] have shown that 128 more, and so precisely 656 of these 880 have both Euler component matrices $L_1, L_2$ fully-magic. Brigadier-General F.J. Anderson (1860–1920) observed in [2] that certain $4 \times 4$ classic magic matrices have symmetric graphs.

In this talk we present a new and interesting classification of these 880 matrices using the 5 Frénicle–Amela patterns [1], [6], the 12 Dudeney types [3], and the Anderson symmetric graph property [2]. We have tried to illustrate our findings as much as possible, and whenever feasible with images of postage stamps or other philatelic items, with special emphasis on those associated with Leonhard Euler (1707–1783), Friedrich Fitting (1862–1945),
Hans Fitting (1906–1938), and Brigadier-General Sir Francis James Anderson CB KBE (1860–1920).
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Construction and analysis of D-optimal edge designs

Stella Stylianou

University of the Aegean, Samos, Greece

Abstract

Edge designs are screening experimental designs that allow a model-independent estimate of the set of relevant variables, thus providing more robustness than traditional designs. In this paper, new classes of $D$-optimal edge designs are constructed. This construction uses weighing matrices of order $n$ and weight $k$ together with permutation matrices of order $n$ to obtain $D$-optimal edge designs. Linear and quadratic simulated screening scenarios are studied and compared using linear regression and edge designs analysis. An alternative method for constructing and analyzing expanded edge designs is introduced. This method provides a model-independent estimate of the set of active factors and also gives a linearity test for the underlying model.

Keywords
Screening, Linear models, Regression analysis, Conference matrices, Weighing matrices, Simulation experiments.
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Muste – editorial environment for matrix computations

Reijo Sund and Kimmo Vehkalahti

1 National Institute for Health and Welfare, Helsinki, Finland
2 University of Helsinki, Finland

Abstract

Practical application of multivariate statistical methods requires appropriate tools for the analyses. Such tools should provide flexible and powerful instruments to perform matrix computations. We present an editorial environment for matrix computations that allows to freely mix natural language and computation schemes. The presented matrix interpreter is one part of whole integrated system intended for statistical computing and related tasks. The history of this system dates back to early 1960s when Seppo Mustonen developed a library of matrix subroutines for the Elliott 803 computer [2]. This library was expanded to a statistical programming language SURVO 66 [1]. Innovative editorial environment was introduced in SURVO 76 [3] and the current version of the matrix interpreter (created by Mustonen in 1985) is based on the first C language version SURVO 84C [4,5]. Following SURVO 98 and SURVO MM, the newest generation of the system is called Muste. Muste is an open source implementation of Survo and developed as a multiplatform R package [6]. It is freely available from the R-forge development platform. We demonstrate the use of Muste implementation of the Survo matrix interpreter in the case of so called direct factor analysis in which exploratory factor analysis is considered as a specific data matrix decomposition with fixed unknown matrix parameters. In this recent approach all model unknowns including common and unique factor scores are estimated simultaneously by minimizing a specific object function with an alternating least squares (ALS) algorithm utilizing singular value decomposition (SVD) of data matrices. Such technique also allows to generalize factor analysis into cases with more variables than observations [7].
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Survo, Muste, R-project, Factor analysis, Singular value decomposition, Alternating least squares.

References


Simultaneous confidence intervals among mean components in elliptical distributions

Sho Takahashi, Takahiro Nishiyama, and Takashi Seo

Tokyo University of Science, Japan

Abstract

We consider simultaneous confidence intervals for pairwise comparisons among components of mean vector. Such a situation arises, for example, in multiple comparisons of the components of repeated measurements of the same quantity in different conditions. Actually, in order to construct the simultaneous confidence intervals, it is required to give the upper percentiles of $F_{\text{max}.p}^2$ statistic. However, in general, it is difficult to find the exact values even under normality. So the approximate upper percentiles of $F_{\text{max}.p}^2$ statistic have been discussed by many authors (see, e.g., [1]). In this study, we consider approximation to the upper percentiles of $F_{\text{max}.p}^2$ statistics based on Bonferroni’s inequality in elliptical distributions. Further, in order to evaluate the accuracy of the approximations, some numerical results by Monte Carlo simulations are given.
Keywords
Asymptotic expansion, Bonferroni’s inequality, Elliptical distributions, Monte Carlo simulation, Pairwise comparisons.
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A new approach to adaptive spline threshold autoregression by using Tikhonov regularization and continuous optimization

Secil Toprak and Pakize Taylan

Dicle University, Diyarbakır, Turkey

Abstract

This paper investigates the use of conic adaptive spline threshold autoregression (C-ASTAR) which was developed using adaptive spline threshold autoregression (ASTAR) and conic quadratic programming (CQP).

MARS, a modern technology in statistical learning, has importance in regression and classification [1]. MARS is very useful for high dimensional problems and shows a great promise for fitting nonlinear multivariate functions. MARS technique does not impose any particular class of relationship between the predictor variables and outcome variable of interest. In other words, a special advantage of MARS lies in its ability to estimate the contribution of the basis functions so that both the additive and interaction effects of the predictors are allowed to determine the response variable.

By letting the predictor variables in the MARS algorithm be lagged in values of a time series system, one obtains a univariate ASTAR model for nonlinear autoregressive threshold modeling and analysis of time series, thereby extending the threshold autoregression (TAR) time series methodology [2]. ASTAR consists of two complementary algorithms as MARS. To estimate the model function, as MARS algorithm, ASTAR has two stepwise algorithms, which provide to determinate basis functions stand in the model and to get the best appropriate model. Because the model obtained with the forward stepwise algorithm used in the first step has a very complex structure in the second step using backward stepwise algorithm basis functions remove in turn to reach optimum model.

In this study, a new approach was applied for the second stepwise algorithm of ASTAR. With this approach, ASTAR model turned to the Tikhonov regularization problem was transformed to CQP problem. When bounds of this optimization problem are determined using multiobjective optimization approach, too many solutions can be obtained. Thus, it is aimed to attain an optimum solution.

In conclusion, linear regression, ASTAR algorithm and C-ASTAR algorithm were applied to two different time series data sets, and these approaches performances were compared by using different measures.
Keywords
Time series, Multivariate adaptive regression splines (MARS), Adaptive splines threshold autoregression (ASTAR), Tikhonov regularization, Multiobjective optimization, Conic quadratic programming (CQP).
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The Luoshu and most perfect pandiagonal magic squares

Götz Trenkler\textsuperscript{1} and Dietrich Trenkler\textsuperscript{2}

\begin{flushleft}
\textsuperscript{1} Dortmund University of Technology, Germany
\textsuperscript{2} University of Osnabrück, Germany
\end{flushleft}

Abstract

First the structure of $3 \times 3$ magic squares is investigated. It is shown that these squares can be represented by dyadic products of three mutually orthogonal vectors. Their Moore-Penrose inverse, numerical range and polar decomposition are derived. In the second part $4 \times 4$ pandiagonal magic squares are studied. Based on a simple representation with four mutually orthogonal vectors, many features of these magic squares like EP-ness, normality, symmetry and associatedness are considered. The talk is highlighted by a $4 \times 4$ pandiagonal magic square with numerous patterns, consisting of prime numbers only.
Cook’s distance for ridge estimator in
semiparametric regression

Semra Türkän and Oniz Toktamıs

Hacettepe University, Ankara, Turkey

Abstract

The detection of influential observations has attracted a great deal of attention in last few decades. Most of the ideas of determining influential observations are based on single-case diagnostics with ith case deleted. The Cook’s distance are most commonly used among the other single-case diagnostics and successfully applied to various statistical models. In this article, we propose Cook’s distance for the ridge regression estimator of the parametric component in the semiparametric regression model to detect influential observations. We investigate the performance of proposed diagnostic to detect influential observations by using real data and simulation data.

Keywords

Semiparametric regression model, Ridge regression estimator, Cook’s distance, Influential observations.
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D-optimum hybrid sensor network deployment for parameter estimation of spatiotemporal processes

Dariusz Uciński

University of Zielona Góra, Poland

Abstract

Process control often requires models in which non-negligible spatial dynamics has to be included in addition to the temporal one. Modelling then involves partial differential equations and a major difficulty in model calibration is the impossibility to measure process variables over the entire spatial domain. This leads to the question of how to optimally place sensors. Many sensor placement strategies have been developed [2]. They usually exploit the Fisher information matrix associated with the parameters to be identified. A revived interest in optimal sensor location is correlated with advances in Sensor Networks (SNs) which highly increase the flexibility of observation systems [1].

In this talk, a SN is considered which includes a number of mobile nodes which can move in a given spatial domain and, therefore, we would like their trajectories to be optimal in a sense. In addition to that, the data from mobile sensors are to be complemented by the ones gathered by a given number of nodes selected from among a greater number of nodes whose locations in space are fixed. Therefore, a decision must be made about which subset of non-mobile sensors is to be activated. Mathematically, the problem is a mixed discrete optimal control one and, due to its potential high dimensionality, naive solutions are deemed to failure. We apply the branch-and-bound method to drastically reduce the search space. The key idea behind it is alternation between two relaxed problems, namely a discrete optimization one related to stationary sensors and an optimal control one associated with moving sensors.

Keywords

D-optimality, Spatiotemporal process, Sensor network, Branch and bound.
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Multilevel Rasch model and item response theory

Nassim Vahabi\textsuperscript{1}, Mahmoud R. Gohari\textsuperscript{1},
and Ali Azarbar\textsuperscript{2}

\textsuperscript{1} Tehran University of Medical Science, Iran
\textsuperscript{2} Alborz University, Iran

Abstract

The analysis of response data to test items requires psychometric methods to investigate characteristics of items and individuals that answer those items. Item Response Models (IRMs) consider that a latent variable explains these responses. The applications of IRT modeling have increased considerably in recent years because of its utility in developing of measuring instruments. Often the relations between the items and latent variable are of interest. Some procedures (factor analysis, discriminant analysis) allow the links between the items and the latent variables to be defined, but none of them make direct estimation of latent variable.

In 1960 Georg Rasch suggested a statistical Rasch Model (RM) that makes it possible to define these links and obtain scales with a good fit of an IRM. It transforms the cumulative raw scores (achieved by a subject across items or by an item across subjects) into linear continuous measures of ability of person and difficulty of item. Unidimensionality is a primary assumption of the Rasch model, that is, responses to the items should measure a single construct so the Rasch model is a unidimensional IRM. In Rasch model, raw data from a rating scale is converted to an equal interval scale measured in logits (log odd units) that allows one to use more variant parametric statistics instead of nonparametric statistics.

RM actually is a member of Hierarchical Generalized Linear Model (HGLM). In the simpler formulation of this model it is possible to consider a dichotomous RM as a two-level multilevel logistic model with random intercept, where the items and subjects are the level-1 and level-2 units, respectively and also item parameter is fixed and the person parameter is random. So with RM it is possible to incorporate a nested structure of the data and to include covariates at different hierarchical levels.

In this paper, we will present Item Response Theory and Multilevel Rasch Model, and will show the results on the basis of a data set of quality of life (SF36) by running WINSTEPS software.

Keywords

Multilevel Rasch model, Item response theory, Quality of life.
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Conditional AIC for linear mixed effects models

Florin Vaida

University of California, San Diego, USA

Abstract

We show that for a linear mixed effects model where the question of interest concerns cluster-specific inference the commonly-used definition for AIC is not appropriate. We propose a new definition for this context, which we call the conditional Akaike information criterion (cAIC). The cAIC is obtained from first principles, and we show that the penalty for the random effects is related to the effective number of parameters, rho, proposed by Hodges and Sargent; rho reflects a level of complexity between a fixed-effects model with no cluster effects, and a corresponding model with fixed cluster-specific effects. We provide finite-sample results for the linear mixed-effects model with known random effects variances, and an asymptotic approximation for a special case with unknown random effects variances. We compare the conditional AIC with the marginal AIC (in current standard use), and we argue that the latter is only appropriate when the inference is focused on the marginal, population-level parameters. A pharmacokinetics data application is used to illuminate the distinction between the two inference settings, and the usefulness of the conditional AIC. Extensions to generalized linear mixed model and proportional hazards mixed effects models, based on asymptotic arguments, are also considered.
On testing linear hypotheses in general mixed models

Júlia Volaufová and Jeffrey Burton

LSUHSC School of Public Health, New Orleans, USA

Abstract

Testing linear hypotheses about parameters of the mean (fixed effects) in linear mixed models has been studied extensively for decades. The methodology developed for linear mixed models can be adapted to nonlinear mixed models. Here we look into existing tests and discuss adjustment of a test based on a correction (approximation) of the estimated covariance matrix of fixed effects estimators. The correction takes into account the estimates of variance-covariance components, and the development is similar to the one done by Kakkar-Harville and Kenward-Roger. The Satterthwaite approximation is used for calculation of degrees of freedom. The approach via first order approximation and via two-stage estimation for a nonlinear random-coefficient regression model is investigated.

Keywords
Nonlinear mixed model, ML and REML estimation, Adjusted F-test.
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Functional discriminant coordinates

Tomasz Górecki, Mirosław Krzyśko and Łukasz Waszak

Adam Mickiewicz University, Poznań, Poland

Abstract

Let be \( y_{lij} \) the observed value of the tested statistical feature on the the \( i \)-th individual belonging to the \( l \)-th class in the \( j \)-th time point, where \( i = 1,2,\ldots,N_i, \ j = 1,2,\ldots,J_i, \ l = 1,2,\ldots,L, \ N_1 + N_2 + \ldots + N_L = N. \) The moments of observation \( t_{lij} \) of the statistical feature can vary from individual to individual and intervals between observation moments need not be identical. Then our data consist of pairs \( \{t_{lij}, y_{lij}\} \), where \( t_{lij} \in I, \ i = 1,2,\ldots,N_i, \ j = 1,2,\ldots,J_i, \ l = 1,2,\ldots,L. \) We convert discrete data \( \{t_{lij}, y_{lij}\} \) to functional data:

\[
\{x_{li}(t), \ i = 1,2,\ldots,N_i, \ l = 1,2,\ldots,L, \ t \in I\},
\]

where

\[
x_{li}(t) = \sum_{k=0}^{N-1} c_k \phi_k(t), \quad t \in I,
\]

\( \{\phi_k(t)\} \) is the chosen orthonormal base system. The coefficients \( c_k \) are estimated from the data by least squares method.

The method of construction of discriminant coordinates in \( L_2(I) \)-space for functional data is described in the monograph [1]. In this paper we propose a new method of construction of discriminant coordinates and its kernel variant.

Keywords

Functional data, Orthonormal basis, Discriminant coordinate, Reproducing kernel Hilbert space, Kernel.
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On the linear aggregation problem in the general Gauß-Markov model

Fikri Akdeniz$^1$ and Hans J. Werner$^2$

$^1$ Çukurova University, Adana, Turkey
$^2$ University of Bonn, Germany

Abstract

We consider the linear aggregation problem in the general possibly singular Gauß-Markov model. For the true underlying micro relations, which explain the micro behavior of the individuals, no restrictive rank conditions are assumed. We investigate several estimators for certain linear transformations of the systematic part of the corresponding macro relations and discuss their properties.

Keywords

Aggregation bias, Best linear unbiased estimator, Linear aggregation, Micro relation, Macro relation.
Robust model-based sampling designs

Douglas P. Wiens

University of Alberta, Edmonton, Canada

Abstract

I will describe some work currently being carried out with Alan Welsh at Australian National University. The problem addressed is to draw a sample, from which to estimate a population total. The data are completely known covariates, to which the unknown response variable is related. Difficulties to be overcome are that the relationship between these variables is only approximately, and perhaps erroneously, specified; similarly the variance/covariance structure of the data must be anticipated at the design stage. We derive minimax designs, and a genetic algorithm for computing the designs.

Keywords

Design, Genetic algorithm, Minimax, Robust.
On exact and approximate simultaneous confidence regions for parameters in normal linear model with two variance components

Viktor Witkovský\textsuperscript{1} and Júlia Volaufová\textsuperscript{2}

\textsuperscript{1} Slovak Academy of Sciences, Bratislava, Slovakia
\textsuperscript{2} LSUHSC School of Public Health, New Orleans, USA

Abstract

We consider normal linear regression model with two variance-covariance components

\[ Y \sim N_n(X\beta, \sigma^2V(\lambda)), \]

where \( X \) is known \((n \times p)\) matrix, \( \beta \in \mathbb{R}^p \) is unknown vector of parameters and \( \sigma^2V(\lambda) = \sigma^2(I_n + \lambda V) \) is the variance-covariance matrix, with known n.n.d. matrix \( V \), which depends on unknown parameters \( \sigma^2 > 0 \) and \( \lambda \geq 0 \).

We will present a brief overview the standard LRT/RLRT test statistics and will present the form and properties of their exact and/or approximate distributions under null hypothesis, see e.g. [1,2], which could be used for construction of the simultaneous confidence regions for some combinations of the parameters \( \theta, \lambda, \sigma^2 \), where \( \theta = H'\beta, H \) being a known matrix such that \( R(H) \subseteq R(X') \), based on inverting the exact (restricted) likelihood ratio tests of the following null hypotheses:

\begin{align*}
H_0 : & \theta = \theta_0 \text{ and } \lambda = \lambda_0 & (1) \\
H_0 : & \theta = \theta_0 \text{ and } \lambda = \lambda_0 \text{ and } \sigma^2 = \sigma^2_0 & (2) \\
H_0 : & \lambda = \lambda_0 & (3) \\
H_0 : & \lambda = \lambda_0 \text{ and } \sigma^2 = \sigma^2_0. & (4)
\end{align*}

Keywords

Linear regression model with two variance components, Exact likelihood ratio test, Simultaneous confidence regions.
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Using methods of stochastic optimization for constructing optimal experimental designs with cost constraints

Alena Bachratá and Radoslav Harman

Comenius University in Bratislava, Slovakia

Abstract

We propose a stochastic optimization method related to simulated annealing for constructing efficient designs of experiments under a broad class of linear constraints on the design weights. The linear constraints can represent restrictions on various types of “costs” associated with the experiment. To illustrate the method we computed $D_A$-optimal designs for estimating a set of treatment contrasts in the case of block experiments with blocks of size two.
Regression model of AMH

T. Rumpikova¹, Silvie Bělašková², D. Rumpik¹, and J. Loucky³

¹ Clinic for Reproductive Medicine and Gynaecology Zlin, Czech Republic
² Tomas Bata University in Zlin, Czech Republic
³ Inalab s.r.o. Zlin, Czech Republic

Abstract

Anti-Mullerian hormone (AMH), which is also known as Mullerian inhibitory substance (MIS), is produced in the ovary by granulosa cells in pre-antral and small-antral follicles. AMH is a marker for ovarian reserve and it has been shown to be a good predictor of the number of oocytes retrieved from patients undergoing IVF. There is a relationship between AMH levels and ovarian response during IVF. Many studies found a high level of correlation between the AMH level and the number of oocytes retrieved. Women with lower levels of AMH have lower count of the antral follicles and produce a lower number of oocytes. Unlike other levels of hormonal biomarkers - FSH, estradiol, inhibin B - AMH has a relatively stable expression during the menstrual cycle therefore the AMH test can be done on any day of woman's cycle. Along with the evaluation of the age, basal FSH, inhibin B, antral follicle counts by ultrasound AMH allows much more precise estimate of ovarian reserve - fertility potential, ovarian response and estimates the chances of pregnancy success with IVF treatment. The objective of the study was to determine how AMH levels affect probability of the fertility.

Keywords

Anti-Mullerian hormone, Follicle-stimulating hormone, Logistic regression, Probability of the fertility.
Calibration between log-ratios of parts of compositional data

Sandra Donevska, Eva Fišerová, and Karel Hron

Palacký University Olomouc, Czech Republic

Abstract

Compositional data are multivariate observations carrying only relative information, popularly represented as proportions or percentages. Consequently, only ratios between parts of compositional data are informative [1,4]. They are characterized by the simplex sample space with the Aitchison geometry that has Euclidean vector space structure. Thus, since compositional data have different nature from the standard multivariate observations that rely on the Euclidean geometry in real space, they need to be expressed in real space using proper log-ratio transformation before standard statistical analysis is applied.

In the contribution we will perform calibration between parts of compositional data. One possible way to solve this problem is to apply orthogonal regression to all log-ratios of pairs of compositional parts. We will focus on some properties and interpretation on matrices of predicted averages and residual variances as results for all the mentioned combinations of log-ratios. The corresponding statistical inference will be performed using a linear regression model with type-II constraints [2,3].

Keywords

Compositional data, Log-ratio transformation, Orthogonal regression, Linear model with type-II constraints.
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COBS and stair nesting - segregation and crossing

Célia Fernandes¹, Paulo Ramos¹, and João T. Mexia²

¹ Lisbon Superior Engineering Institute, Portugal
² Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal

Abstract

Stair nesting leads to very light models since the number of their treatments is additive on the numbers of observations in which only the level of one factor varies. These groups of observations will be the steps of the design. In stair nested designs we work with fewer observations when compared with balanced nested designs and the amount of information for the different factors is more evenly distributed. We now integrate these models into a special class of models with orthogonal block structure for which there are interesting properties.

Keywords

COBS, Stair nesting, Segregation, Cross.
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Validity of the assumed link functions for some binary choice models based on the bootstrap confidence band with R

Özge Akkuş, Serdar Demir, and Atilla Göktas

Muğla University, Turkey

Abstract

In this study, we have introduced the commands testing the validity of the assumed link functions of the binomial logit, probit and complementary log-log models based on the bootstrap confidence bands in R. Some parts of the commands are designed to be optional and provide users to have the results with respect to the different parametric models such as logit, probit and complementary log-log model and different semiparametric estimators such as the semiparametric maximum likelihood estimator and the weighted semiparametric least square estimator. Researchers studying in this area could easily test the accuracy of the assumed parametric link functions for binary outcomes using the commands in R, which is free, widely used and a very popular statistical package as well. The applicability of the codes was supported over hypothetical and real data sets.

Keywords

Bootstrap confidence band, Validity test, Binomial choice, R package.
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Regular E-optimal spring balance weighing design with correlated errors

Bronisław Ceranka and Małgorzata Graczyk

Poznań University of Life Sciences, Poland

Abstract

The problems linked with an E-optimal spring balance weighing design with correlated errors are discussed. The concept of the paper is the generalization of ideas of optimal designs presented in [1] and [2]. The topic is focus on the determining the maximal eigenvalue of the information matrix for the design. There is given the lowest of the eigenvalue and the conditions under which the lowest bound is fulfill. The constructing method of the E-optimal design, based on the incidence matrices of balanced incomplete block designs, is presented.
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Estimation of parameters of structural change under small sigma approximation theory

Romesh Gupta
University of Jammu, India

Abstract
In this paper, the structural change in a linear regression model over two different periods of time is estimated. The ordinary least squares and Stein-rule estimators are employed to estimate the structural change. Their efficiency properties are derived using the small sigma theory and dominance conditions are derived.

Keywords
Structural change, Ordinary least squares, Stein-rule estimators.
Canonical variate analysis of chlorophyll $a$, $b$ and $a + b$ content in tropospheric ozone-sensitive and resistant tobacco cultivars exposed in ambient air conditions

Dariusz Kayzer, Klaudia Borowiak, Anna Budka, and Janina Zbierska

Poznań University of Life Sciences, Poland

Abstract

Tropospheric ozone effects negatively crop plants causing the biomass and yield losses, which might be connected with plant photosynthesis activity decrease. Chlorophyll content has been discovered as one of the parameters, which responses for higher ozone concentrations. However, these results were usually obtained during fully controlled conditions. Hence, it is necessary to conduct investigations in ambient air conditions to confirm these findings. Ozone-sensitive and -resistant tobacco cultivars were employed in presented investigations. Plants were exposed in 6 sites for 7 two-week series in growing season of 2006. Simultaneously, one site was located in control conditions with no ozone. Chlorophyll $a$, $b$ and $a + b$ in fresh and dry weight content were measured after every exposure series with using the extraction by DMSO method.

The aim of presented study was to examined if ozone affects chlorophyll content in these two cultivars exposed in various sites in several series. As well as, the determination differences in leaf response for further choice the best leaf to physiological plant investigations. For these purposes canonical variate analyses was employed. Graphical presentation of obtain results is presented here. Experimental objects were placed in space of canonical variates, while points described the chlorophyll content were located in dual space of canonical variates.

The results revealed differences between chlorophyll content measured in different exposed series, although there was no differences between sites, except control and site located in the city centre. Probably, sites of exposure did not differ the ozone effect due to small differences in tropospheric ozone concentrations. While higher differences were noted between certain series, which might be connected with favorable meteorological conditions for ozone creation as well as for plant photosynthesis activity and chlorophyll creation. Moreover, both tobacco cultivars responded similarly for ozone occurrence in the ambient air, which might be a very good indicator of ozone effect without
visible symptoms. Additionally, the obtained results pointed out the best leaf for further investigations.
Latin square designs and fractional factorial designs

Pen-Hwang Liau and Pi-Hsiang Huang

National Kaohsiung Normal University, Taiwan

Abstract

A Latin square of order \( s \) is an arrangement of the \( s \) letters in an \( s \times s \) square so that every letter appears exactly once in every row and exactly once in every column. The fractional factorial designs, a subset of the full factorial, are widely used in industrial research or other fields to reduce the cost of the experiment. In fact, Latin squares may also be used for fractional factorial designs, and there are some relationships between these two kinds of design. [5] used two examples to show that a Latin square can be chosen such that it corresponds to a fractional factorial design. In this presentation, we are going to study this topic more precisely. Furthermore, we will explore the relationship between fractional factorial design and Latin square design in general, where \( s \) is a prime or a power of a prime.
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Weighted linear joint regression analysis

Dulce G. Pereira¹, Paulo C. Rodrigues², and João T. Mexia²

¹ University of Évora, Portugal
² Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia,
  Universidade Nova de Lisboa, Portugal

Abstract

The introduction of weights in the phenotypic trait (e.g. yield) for different genotypes in different environments enables us to generalize the joint regression analysis (JRA) [1,2], for the case when the error variance is not homogeneous across environments. Moreover it is possible to use incomplete blocks, while the environments are "better" represented accordingly to the accuracy in the measurements.

To fit the regressions for the weighted linear JRA, an algorithm is derived to minimize the sum of sums of weighted residuals [3,4]. An application with data sets from spring barley (Hordeum vulgare L.) breeding programme carried out in Czech Republic is presented and the results are compared with the standard JRA.
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Modeling resistance to oat crown rust in series of oat trials

Marcin Przystalski¹, Piotr Tokarski¹, and Wiesław Pilarczyk¹,²

¹ Research Center for Cultivar Testing, Słupia Wielka, Poland
² Poznań University of Life Sciences, Poland

Abstract

Based on the results of post registration variety trials a recommendation for farmers is produced which varieties should be sown. In trials on spring oat one of the observed characteristics is resistance to oat crown rust. This is main disease which affects all regions of crop growth ([2]). Crown rust reduces oat yield and causes thin kernels with low weight. Moderate to severe epidemics can reduce grain yield by 10 to 40%.

To answer the question which oat varieties in the Polish post registration trial system are the best in terms of resistance to crown rust, we analyzed series of 40 oat field trials from two consecutive years 2009 and 2010. For this purpose the generalized linear mixed model ([3]) with single variance component representing variety × site interaction was applied. The most resistant varieties were identified and significant differences were detected. One of the varieties was also more resistant to crown rust than standard (the combination of three varieties pointed by specialist as standard varieties). Maximum likelihood estimates were obtained using Laplace transformation to compute likelihood function. All computations were performed using R package ordinal ([1]).

Keywords

Generalized linear mixed model, Multinomial distribution, Ordinal data, Oat crown rust.
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Estimation of variance components in balanced, staggered and stair nested designs

Paulo Ramos¹, Célia Fernandes¹, and João T. Mexia²

¹ Lisbon Superior Engineering Institute, Portugal
² Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal

Abstract

Traditional balanced nested designs are the most popular form of nesting but we are forced to divide repeatedly the plots and we have few degrees of freedom for the first levels. Meanwhile the number of treatments increases rapidly with the number of factors and the number of levels in each factor. These designs are orthogonal and the estimators of the variance components are independent. As an alternative we have the unbalanced nesting. The most popular unbalanced nested design is the staggered nested design. This design requires less observations than the balanced case and the degrees of freedom are almost the same for the different factors. However this design is not orthogonal. Another alternative is the stair nested design. In this design we can work with fewer observations than the balanced case, the amount of information for the different factors is more evenly distributed and the number of degrees of freedom is not very different among the factors. However this design have an orthogonal structure unlike the staggered nested designs so they retain the simplicity associated with orthogonality in balanced nested designs. In this work we compare the results obtained for the estimators of the variance components using these three designs.

Keywords

Balanced nested designs, Staggered nested designs, Stair nested designs, Variance components.
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D-optimal chemical balance weighing designs for three objects if $n \equiv 2 \pmod{4}$

Krystyna Katulsk a and Łukasz Smaga

Adam Mickiewicz University, Poznań, Poland

Abstract

In this paper, chemical balance weighing design problem for three objects and the errors between the observations follow a first-order autoregressive process is considered. From such assumptions, the covariance matrix of error components depends on the known parameter $\rho$. We prove the D-optimality of some designs in the class of designs for three objects, when the number of observations $n \equiv 2 \pmod{4}$ and some $\rho \geq 0$. Some necessary and sufficient conditions under which the design is D-optimal in considered class of designs are also proved.
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Is the skew $t$ distribution truly robust?

Tsung-Shan Tsou$^{1,2}$ and Wei-Cheng Hsiao$^1$

$^1$ National Central University, Jhongli, Taiwan
$^2$ Cathay Medical Research Institute, Taipei, Taiwan

Abstract

The skew $t$ distribution is considered by many a flexible model for modeling general asymmetric data. The model parameters are believed to be able to properly capture the skewness and kurtosis possessed in data. The alleged robustness property of the skew $t$ distribution is inspected in details in the independent and identically distributed and regression situations. It is found that the skew $t$ distribution is robust only when the extent of asymmetry is mild and the magnitude of kurtosis is small. We recommend using an existing parametric robust likelihood approach to analyze data when one is uncertain about the distribution underlying the data.
Design of experiment for regression models with constraints

Michaela Tučková and Lubomír Kubáček

Palacký University in Olomouc, Czech Republic

Abstract

We consider the linear regression model with parameter constraints, i.e. regression model with constraints of the type I. For this model we present the exact form of the criterial function and the iterative computation of optimum designs.

We focused on the criterion of local $A$-optimality, the criterion of local $D$-optimality and the criterion of local $C$-optimality. The aim of the presented contribution is to show the exact form of the gradient of the considered local criterion functions.

Keywords

Regression model with parameter constraints, $A$-optimal design, $D$-optimal design, $C$-optimal design.
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Inference for the interclass correlation in familial data using small sample asymptotics

Miguel Fonseca¹, João T. Mexia¹, Thomas Mathew², and Roman Zmysłony³,⁴

¹ Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal
² University of Maryland, Baltimore County, USA
³ University of Zielona Góra, Poland
⁴ University of Opole, Poland

Abstract

Inference on the parent-offspring correlation coefficient is an important problem in the analysis of familial data, and point estimates and likelihood based inference are available in the literature. In this work, corrections for the signed log-likelihood ratio test statistics are proposed, based on small sample asymptotics, in order to achieve accurate small sample performance. The corrected statistic can be used for hypothesis testing as well as for interval estimation. Numerical results are reported to show that the resulting tests and confidence intervals exhibit satisfactory performance regardless of the sample sizes. The results are illustrated using an example.

Keywords

Correlation coefficient, High order asymptotics, Likelihood ratio.
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George P. H. Styan's Editorial Positions and Publications

Carlos A. Coelho

Departamento de Matemática and Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal

George P. H. Styan has a long and honorable career in Mathematics. He has served in the Editorial Boards of many scientific journals and published ten books and over one hundred fifty papers. In the following pages we attempt to compile an almost complete listing of his editorial positions and publications (books and papers) up to now. Many thanks to Simo Puntanen and George Styan himself for the help in gathering the information.

I. Editorial Positions

Editor-in-Chief:

- *Chance* Magazine: vol. 9, no. 1 (1996)–vol. 11, no. 4 (1998);
- *Image*–*The Bulletin of the International Linear Algebra Society*: no. 13 (July 1994)–no. 30 (April 2003) jointly with Steven J. Leon; no. 13 (July 1994)–no. 18 (Winter/Spring 1997, with Hans Joachim Werner); no. 25 (October 2000)–no. 30 (April 2003);
- *The IMS Bulletin*: vol. 16 (1987)–vol. 21 (1992);

Abstracting Editor:

Managing Editor:


Associate Editor:

- *Mathematical Inequalities & Applications*: 1997–to date;

Book Reviews Editor:


Corresponding Editor:


Joint Editor:

- (with L. F. Sarjeant), *Overseas Civil Register News*: 1956–1957;

Advisory Editor:


Member of the International Editorial Board:

- Research Group on Mathematical Inequalities and Applications (RGMIA), Melbourne, Australia: 1999–.
II. Special Issues Guest Edited


III. Publications

Books


**Papers in peer-reviewed Journals and Collections/Edited Books**
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Celebrating George P. H. Styan’s 75th birthday and my meetings with him

Carlos A. Coelho

Departamento de Matemática and Centro de Matemática e Aplicações, Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa, Portugal

Cheers Geo(rg)e!

The first time I met George Styan was in July 2004 in Lisbon when he was on his way to the 11th ILAS Conference in Coimbra. But George had already been in Portugal before and I learned how much he was fond of Conventual, a very fine and nice old style restaurant in Lisbon. Then I also learned about George’s taste for good food and good wine. With this detail in common it was really easy to become a good friend with George. Since then we met a number of times, the most significant of which was at the time of the 17th IWMS held in Tomar, Portugal, in 2008. Before this event, during a short stay of George and Evelyn in Lisbon, we had the opportunity to go to some nice spots like Sintra, to hang around a few nice places near Lisbon and even to attend a Leonard Cohen concert, together with some friends. It was at that time that when going for some beer, which we decided to ‘convert’ into a nice white wine that I took the picture in Figure 1 at Hennessy’s in downtown Lisbon, not far from the Tagus river.

Figure 1 – George Styan and Evelyn at Hennessy’s in Lisbon (2008)

By that time I had no idea that this picture came out so appropriately. It not only seems that indeed George is having one of his bright ideas (look at the
lamp that seems to sit on top of his head) but also the saying that "behind a great man there is always a great woman" seems to be most adequate. That wherever George is there is cheer and joy is well documented in the pictures in Figure 2, which I had a chance to take during a boat trip at Castelo-do-Bode dam, near Tomar, at the time of IWMS'08, with his friends Mike Perlman and T.W. Anderson.

Figure 2 – Triptic: Michael Perlman, T. W. Anderson, George Styan right before lunch on a boat at Castelo-do-Bode dam (Portugal – IWMS’08)

George’s almost mythic appreciation of good table makes it easy to picture good moments around a table, and as documented in Figure 3, it almost seems that he carefully chooses his friends as people with the same interests.

Figure 3 – From left to right in a clockwise manner:
The author - George Styan - T. W. Anderson - Michael Perlman lunch time on the boat at Castelo-do-Bode dam (Portugal – IWMS’08)

The capacity George has to change things, for the better, with his presence is well documented in the group picture for IWMS’07 in Figure 4. Nothing
remains the same after his arrival and actually when we look at the first picture we feel that there is something, more precisely, someone missing.

Figure 4 - IWMS'07 - Windsor, Canada
The group picture, before, during and after the arrival of George Styan

Everybody who knows George also knows about his interest in recent years for stamps related with mathematical aspects. This was one of the reasons why in IWMS'08 the organizers presented him with a stamp from the Portuguese post depicting him in his nice outfit from the promotion for his honorary degree from the University of Tampere in 2000, with some of the most celebrated buildings from Tomar in the background. As such I though most adequate to try to build a gallery of some of the existing stamps depicting great mathematicians of all times, from several countries around the world. This gallery, for sure incomplete, is in Figures 5-7. Many of the stamps were taken from the extraordinary web-site http://www.mlahanas.de/Stamps/Data/Mathematician/. Actually, besides the stamp where George is depicted, other pictures would give very good stamps as the ones in Figure 8.
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Figure 5 – Stamps of great Mathematicians: A-D
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Figure 6 – Stamps of great Mathematicians: D-L
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Figure 7 – Stamps of great Mathematicians: L-W

Figure 8 – Three pictures from IWMS’08 which would give good stamps
George also got more important honors than the stamp awarded to him at IWMS’08, as his Doctor Honoris Causa degree in Tampere, Finland (2000) and his nomination as Honorary Member of the Statistical Society of Canada, in June 2009, documented in Figure 8.

As the statement of his own University, The McGill University, concerning this latter award says: “Honorary Membership of the Statistical Society of Canada is awarded to a statistical scientist of outstanding distinction who has contributed to the development of the statistical sciences in Canada”, and as the statement from the Statistical Society of Canada itself says, this award is “for his deep research at the interface of Matrix Theory and Statistics; for his remarkable editorial work within Canada and beyond, his mentoring of graduate and postdoctoral students; and for innumerable other scholarly and professional contributions to the international statistical community”.

Family and friends

For George, we may say that maybe even more important than Mathematics, it is his family and his friends that play and have always played a central role in his life. How much George cheers Evelyn may be seen from the form he keeps her heavily guarded as it may be seen in Figure 10. Actually this is a magnification of a larger picture taken from Evelyn in front of the Queluz
palace, near Lisbon, which is in Figure 11. In this Figure we may also see Evelyn, now guarded by a much better looking body-guard.

And how much George cheers and enjoys his friends company may be easily seen from his looks when we find him around those he loves. Indeed even better looks than when he is enjoying good food together with a good wine, which are a must for an extremely well-educated wine drinker and appreciator. In Figures 12-15 we may see George enjoying the company of a number of his closer friends, being this the opportunity to apologize for all those other many who remained not depicted in any of these pictures.

The first picture in Figure 12 was taken by Soile Punanen and it surely would make one the most beautiful stamps ever, not needing any further framing. We would say that only Soile is really missing there, but I think we may all easily imagine her with all care, love and enjoyment taking such a beautiful picture.
In the second picture in Figure 12 we have a good take of Soile, but since we cannot have it all, now Simo Puntanen was taking the photo. Simo is also the author of both pictures in Figure 13, depicting George and Evelyn Styan at two different dinner times in 2008. In Figure 14 we have George together with a number of some of his friends.
George Peter Hansbenno Styan was born 75 years ago on 10 September 1937, in Hendon, a suburb of Greater London in England, U.K. Following a BSc (Hons) degree in Mathematics (1959) from the University of Birmingham and a Certificate in Statistics (1960) from Wadham College, Oxford he pursued post graduate studies at Columbia University with an MA in Mathematical Statistics in 1964, with a thesis on selected topics in Markov Chains with Lajos Takacs as his supervisor, and a PhD in Mathematical Statistics in 1969 on "Multivariate Normal Inference with Correlation Structure" under the supervision of T.W. Anderson with whom he established a life long friendship. My association with George goes back to 1973 when I attended an Institute of Mathematical Statistics meeting at Ithaca College to hear George talk on some research on Markov chains that included reference to generalized inverses. This was of much interest to me as I had published a paper in 1969 identifying Kemeny and Snell’s fundamental matrix of Markov chains as a generalized inverse. Starting from that meeting our subsequent association has spanned the globe with George visiting the University of Auckland over the period July 1984 to June 1985 on a sabbatical leave to spend time primarily with George Seber and Alastair Scott. At that time I was a member of
the Department of Mathematics and Statistics at the University of Auckland. I followed up his visit with me visiting McGill University for a month in May 1988 and again visiting McGill in June 2001 (when I was based at Massey University). Both of these latter visits occurred while I was on a sabbatical leave. In 1988 George tried to discourage me from pursuing any further activity on generalized inverses but not all was known about their properties when associated with Markov chains so that I failed to take his advice!

However, it is the series of International Workshops on Matrices and Statistics that we owe a debt of gratitude to George for promoting and maintaining the impetus that has seen this annual series of meetings continue to flourish. I think that initially it was an opportunity for George to maintain links with his by now very extensive group of friends and research colleagues but the workshops continue to attract much interest. I was a member of the organising committee of the second such workshop that was held 4-5 December 1992 in Auckland immediately preceding the International Biometrics Conference that was held in Hamilton, New Zealand. Some of those participating in that workshop meeting – Alastair Scott, Simo Puntanen, Bill Farebrother, Thomas Mathew, Chris Paige, Shayle Searle have also maintained their association with the workshops and George over the years. It was following my visit with George in Montreal in 2001 that I was persuaded to Chair the Local Organising Committee of IWMS in Auckland in 2005. As a precursor to that I renewed my association with the workshop series in 2003 at Dortmund and 2004 at Bedlewo. After the Auckland meeting we met again in 2006 (Uppsala), 2007 (Windsor), 2008 (Tomar), 2009 (Smolenice) and 2011 (Tartu). The expansion of the International Organising Committee in 2007 saw George taking on the Honorary Chair role with a rotation of Chairs of the IOC being established. I chaired the IOC in 2010 for the very large meeting that we held in Shanghai. However with a bereavement in Evelyn’s family he was not able to attend that meeting – the first held in China.

George has been a very hospitable host over the years of our association – we have progressed from cask wines served in 1984 to more sophisticated tastes. George however at that time had a liking of Montana Fairhall River Claret on our weekly Friday evening drinks at the Senior Common at the University of Auckland. He also has a passion for New Zealand Bluff Oysters requesting that they be on the menu at a dinner at our home in 2005 following the IWMS meeting in Auckland. George’s gastronomic tastes are legendary with some wonderful meals invariably scheduled whenever he has a group of friends to partake of the opportunities!

George has been very generous of his time and commitments that he has made with these workshops in many cases bringing with him his graduate students so that they could share in the experiences.

George’s research interests are wide ranging including matrices and statistics, with particular emphasis on canonical correlations, canonical efficiency factors in experimental design, efficiency and optimality of ordinary least
squares, generalized inverses, Hadamard products, matrix inequalities, matrix partial orderings, matrix rank additivity and subactivity, rank equalities and inequalities, Schur complements. Applications to electrical networks.

Bibliography and biography. Experimental designs involving Graeco-Latin squares, Latin squares, Youden squares, and magic squares, Bibliography, biography and history. Postage stamps, playing cards and other artefacts associated with statistics and mathematics. Because of these extensive interests he has developed a very broad academic community with which he collaborates and interacts with. For fear of omitting any names I refrain from naming individuals but his range activity is extensive scholarly and noteworthy.

George has a wealth experience and knowledge in matrices and statistics and his recent book with Simo Puntanen and Jarkko Isotalo was a wonderful opportunity for them to share with the scientific community many of the "tricks" that they have developed and fostered over a number of years of active and supportive collaboration.

When he retired from McGill in 2005 ago he was honoured with Professor Emeritus status, a recognition that he was very proud of. He has also been honoured with a variety of awards based upon his contributions to numerous professional associations. His honorary doctorate "For his great scientific contributions and merits in mathematics and statistics, and in the promotion of research in the University of Tampere" in May 2000, was a significant event in his career.

George and Götz Trenkler also honoured my retirement with an article on a philatelic excursion in probability and matrix theory with references to mathematicians featured in my books, and published in a festschrift devoted to my research activities. I appreciated that recognition from such valued colleagues.

My wife Hazel has been able to share some times with both Evelyn and George be it in our respective homes in Auckland or at the VV (Villa Vermont) or at their apartment, initially in Wilderton Ave and later on Nuns Island in Montreal.

There are many personal anecdotes that I could share with you all but I think that this is best done through a series of photographs taken mainly by me over the years and appended below.

It is with regret that due to the timing of the Workshop I will not be able to be with you in Bedlewo this year but I do wish to convey to George my very best wishes for the occasion of celebrating this milestone birthday. George, you are a larger than life personality, may you have many more years of active and enjoyable pursuit of things mathematical and statistical. I wish you all the best for the future. Celebrate well!
Fig. 2. Adi Ben-Israel with George on the excursion at IWMS’2003 in Dortmund.

Fig. 3. Gene Golub and George at a Barbecue at IWMS’2004 at Bedlewo.

Fig. 4. George with a partially consumed plate of oysters, April 2005.

Fig. 5. George at IWMS’2006, Uppsala.
Fig. 6. Simo, Jochen, Jeff, George, Götz at IWMS’2005, Auckland

Fig. 7. George, Jeff and Simo at Jeff’s home, April 2005

Fig. 8. George and C.R. Rao, with Simo, Jarkko Isotalo & Götz in the background, IWMS’2005, Auckland
Fig. 9. George honouring Jerzy Baksalary at a special session at IWMS’2005

Fig. 10. Shuangzhe Liu, Augustyn, George, and Yogendra Chaubey at IWMS’2007, Windsor, Canada

Fig. 11. George at IWMS’2008, Tomar, Portugal
Fig. 12. George, Fikri Akdenis & Jochen at IWMS’2009, Smolenice, Slovakia

Fig. 13. George and Jeff with Ingram Olkin seated at the right at IWMS’2011, Tartu, Estonia
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